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ABSTRACT

This paper presents an investigation into thktive
effectiveness of various sconermalisation methods for
speaker verification. Thestudy provides athorough
analysis of different approaches fonormalising
verification scoresand comparatively examines these
under identical experimental conditions. The
experiments arbased orthe use of subsets ohe Brent
(telephone quality) speech database,
repetitions of isolated digit utterances zero rime
spoken by nativeEnglish speakersBased on the
experimental results it is demonstratbdt amongst the

consisting of

speaker verification. For theurpose othis evaluation,
different normalisation methods aremployed in
experiments conductednder identical conditions. By
drawing impostors from withirand without the set of
registered speakers, attempts aemso made to
investigate the effect of this factor on the performance of
the considered normalisation techniques.

2. SCORE NORMALISATION METHODS

The use of scorenormalisation in speaker verification
hasbeen a direct result dfie probabilistic modelling of

considered methods, a particular form of the cohort speakers [5],[6]. By adopting this modelling method and

normalisation method providéke best performance in
terms of the verificatiomccuracy.The paperdiscusses
details of the experimentastudy and presents an
analysis of the results.

1. INTRODUCTION

One of the main factors adversely affecting the

using Bayes theorem, the verificatiorscore can be
expressed as [3],[6]
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where p(O|)\i) is the likelihood of thebserved feature

vector sequence), for the target speakdr (with the
reference modeh;), and p(O]A) is the likelihood for

performance of text-dependent speaker verification in any speakerThis latterlikelihood can beviewed as a

practice is that of undesired variations in speech
characteristics due to anomalous events.
anomalies can have differerforms ranging from
environmental and transmission channebise to

uncharacteristic speech sounds from speakers. The

resultant variations in speech cause a mismagtiveen
the corresponding tesind reference patterns which in
turn can lead to a significant reduction in the
verification accuracy. Due tthe absence of accurate
information aboutthe existencelevel and nature of

variations in speech characteristics in practice, it has

been proposed to introduce robustnesgo the
verification operation through an appropriate
normalisation of the verificationscores [1]-[4].
Although a number of methods have alreadgen
developed forthis purpose [2]-[4], these havkeen
mainly examined in independent studiamd their
relative effectiveness has maeviously been thoroughly
investigated.

This paper presents an analysis \rious score
normalisation methodsand details a comparative
evaluation of theeffectiveness of these for robust

means of normalising the likelihootbr the target

These speakeri. A modified form of (1), which is normally

considered for scorenormalisation, is based on
replacing p(O|A) with the average of densitidsr all

speakers other than the target speaker [6]:

POA;)
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The cohort normalisation methggroposed in [2] is
based orapproximating p(O|)\ #A;) using a cohort of
speakers whose modedse most competitive with the
target model. The approacmvolves selecting the
competing speakers based time closeness oftheir

models to the model of the target speaker. The
advantage of this method that if the existence of

S = (2)

anomalous events in the test utterance causes a speaker's

scoreagainst his (herpwn model to degrade¢hen the
scores obtained using the same test utterance against the
selected competing models may also be affected in the
same way. As a resuthe normalisedcore mayemain
relatively unaffectedThe techniquemay therefore be
expected tohelp reduce false rejection. A main



drawback of this method isthat it provides the speakers. The firssubset consists of 47 repetitions of
possibility of a test utterance produced by an impostor the abovedigit utterances spoken by 11 maad 9
being almost equallgissimilar from the targetodel female speakers. For each spealtss, first 3 utterance
and the competing models. In such caseshose repetitions (recorded in a single call) form tingining
frequency of occurrence dependstbacloseness of the set. The remaining 44 repetitionsréicorded peweek)
competing models tthe target model, the normalised are used for testingThe secondsubset consists of 44
score may becomdarge enough to lead to the repetitions of the same utterans®ken byanother 20
acceptance of the impostor. speakers. Thisubset is used ahe speechdatafrom
impostors whareoutsidethe set of registered speakers.
A method for tacklinghe aboveproblem is to select the  The generaimodels ofthe digit utterances ateased on
competing speaker models basedtbair closeness to the repetitions of these spoken by 100 talkers.
the given test utterance [4],[7]. It can be argulealt
with this method, when the test utterancprizduced by The utterances, which have a sample rate of 8 kHz and a
the true speaker, the competingiodels will be bandwidth of 3.1 kHz, are pre-emphasised using a first
reasonably close tohe target model. Therefore, the order digital filter. These are segmented using a 32 ms
method can bexpected to be almost affective as the Hammingwindow shiftedevery 16ms. Each frame is
previous approachHowever,when the test utterance is  then appropriately analysed using arf™@der fast
produced by an impostor, the selected competing models Fourier transform, a filter banland adiscrete cosine
will be close tothe test utterance but noecessarily to transform to extract anSorder mel-frequency cepstral

the target model. As a resufgr a fixed verification feature vectof10]. The filter bankused forthis purpose
threshold, the technique isapable of reducing the  consists of 19 filtersThe centrdrequencies ofhe first
possibilities of both false acceptaraedfalse rejection. 10 filters are linearlypaced up to 1 kHand theother
Since thiscohort-based approach allowe selection of 9 are logarithmically spaced overthe remaining
competing speaker models in each testl to depend frequencyrange (up to 4«Hz). In order to minimise the
on their relativescores orthat occasion, it is referred to performance degradation due to thirear filtering
as unconstrained cohort in this paper. effect of the telephone channel, a cepstral mean
normalisation approach is adopted. The technique
Another approach forscore normalisation involves involves computinghe average cepstral featurector
using utterances from a large population of speakers to acrossthe whole utteranceand thensubtracting this
form a general reference model [3],[8]he probability from individual feature vectors [9].

of the observed test vectors fahis general(speaker

independent) model (GM) isthen used for the

normalisation of the likelihood for the target model. It is 4. EXPERIMENTAL INVESTIGATIONS
thought that theeffectiveness ofthis method for

reducing false rejection is maximised when speakers are For thepurpose ofthis study ahiddenMarkov model
represented using relatively clean reference models. (HMM)-based text-dependent speaker verification
This is because, irthis case, the contamination of the system is adopted. lhis system, speakeere modelled

test utterance can bexpected to give rise teimilar by a set of four-state left taght HMM's representing
levels ofmismatchbetweerthe test utterancand each individual digit utterances. Thebservation probability

of the target and generahodels. For thepurpose of for each state is a continuous density function described
reducing false acceptancthe approach relies on the by a mixture oftwo Gaussian densities. Th@variance
competitiveness dhe adopted general modeédowever, matrix of theprobability distribution is assumed to be
unlike the competingmodels used inthe other two diagonal, and thenodel parameterare estimated using

methods, theemployedgeneral (speaker independent) a modified K-means algorithm [11].

model cannot bexpected to be highlgimilar to either

the targetmodel orthe test utterance. As a result, it is  The first part of the experiments é@ncerned with the

thought that in terms dhlse acceptancthe approach  evaluation of different scoreormalisation methods

should be superior to the cohort method but not as when the impostors are drawrom within the set of

effective as the unconstrained cohort technique. registered speakers. In tregidythe verificationscores
are expressed in terms of log likelihoodand the
normalised scores are obtained as

S=%-8, 3)
The speechdataused inthe experimentastudy consists where

of two subsets ofhe Brent database [9]. Eadubset u_

contains repetitions of isolated digit utterances zero to _S‘ =log pO[ )_ o “)
nine. These were collected from telephone calls made is the unnormalised verificatioscore forthe target
from various locations by both madedfemaleEnglish speaker i. Depending on whether thescore

3. SPEECH DATABASE AND ANALYSIS



normalisation isbased onthe use of a cohort of
competing speaker models or a general mo&l,is
given as

5 =1 5 log po, ) (5)
N & I

or

S' =1og HOM om ) 6)

respectively, whera\! j are the speakenodels selected

to competewith the model ofthe target speaker N is
the number of these competimgodels (cohort size),
and A gy is the adopted general model.

In the case of cohorand unconstrainedohort methods,
verification trials areperformed by first allowing the
target model to be included ithe set of competing
speaker modeland therdisallowing this. In théormer
condition, the experiments areconducted by
incrementing the cohort size from 1 to 2hd in the
latter by incrementing this sizgom 1 to 19. For the
purpose ofthe cohort method, theelection of the
competing models is carried out usitige pair-wise
comparison technique [2]. In thecase of the
unconstrained cohort method, as stated earlier, the
cohort of competing models is formedring eachtest
trial.

Figure 1 illustrates the results of this experimental
comparison in terms of the average equal error rate
(EER) for singledigit utterances. The EERbtained
using unnormalised verificatioscores is also presented
in this figure as the baseline. It abservedthat the
unconstrained cohort method is considerably more
effectivethan theothertwo types of scoraormalisation
methods. The superior performance of
unconstrained cohort approaclover the cohort
technique is particularly significant fosmall cohort
sizes. This is thought to be due to the excebbility of
the wunconstrained cohort method teduce the
impostors scores. Athe cohort size is increased, the
effectiveness ofthe cohort methodmproves almost
exponentially and the gapbetween this and the
performance of the unconstrained cohort method
decreases. Figure 1 shotmat for the maximum cohort
size, the EERs obtained using théa® methods are
identical. This isbecause, ithis case, exactlghe same
competing speakers are used by the two methods.

the

The results in Figure 1 also indicdbeat bydisallowing
the inclusion of the targehodel inthe set of competing
models, the performance of the cohort metimproves
considerably. This improvement appear to b@ore
significant for small cohort sizes. In thease of the
unconstrained cohort method, howewe effect is not

as noticeabland isalmost negligible for cohort sizes of
larger than 1.
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Figure 1. Comparison of various normalisation methods
based orthe average equal error rate (EEBY) single
digit utterances.
* Inclusion of the targemodel inthe set of competing
models is allowed.

Another interesting aspect tfe results in Figure 1 is
that, for very small cohort sizes, the EERsbtained
using the cohort method are largbian thatachieved
without normalising the verificationscores. These
results clearly showhat inorder forthe cohort method
to improvethe verificationaccuracy,and also perform
better than the GM-based approach, an appropriately
large cohort size must be adopted.

4.1. Impostors from Outside the Set

In practical applications of automatic speaker
verification the impostors are motiely to be from
outside the set of registered speakers. In order to
investigate thixase, the considerextorenormalisation
methods areused in a set of experiments based on
drawing impostors from the secomrdiopted subset of
the Brent databas®ue tothe results obtained earlier,
in the case of cohorand unconstrainedohort methods,
the experiments are on thesis of excludinghe target
model fromthe set of competing models. The results of
this study (Figure 2) showhat therelative performance
of different method$ras almost theame pattern as in
the previous case. It is observdthat, due to its superior
ability in reducing verificatiorscores fothe impostors,
the unconstrained cohort methodagainmore effective
than theothertwo methods. The approaeithieveghis
ability by allowingthe speakemodels inthe set which
aremost close tdhe test utterance twompetewith the
target model. As a result, providdte set of registered
speakers is adequatelgrge, there isalways ahigh



probability that an impostor targeting a particular
speaker will scordigher againsbne or more models in
the set other than the model of the target speaker.
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Figure 2. Average equal error rates in experiments using
impostors from outside the set of registered speakers.

It should be pointed oubat in terms otomputational
cost, the GM-based method is more efficietitan the
other two approaches. In the cohort method, The
amount of computation involved in calculatitige score
normalisation term increases linearly with the cohort

size. In the case of the unconstrained cohort method, the [5]

amount of this computation is linearly related to siee

of the set of speakers from which the competing
speakers arselected (e.ghe set of registerespeakers

in this study).

5. CONCLUSIONS

The relative effectiveness of different score
normalisation methods for robust text-dependent
speaker verification has been experimentally

investigated. Thestudy has been based on drawing
impostors from within asvell as withoutthe set of
registered speakers. The experimental reshise
indicated that, irboth casesthe unconstrained cohort
method is more effective than either the cohort
technique or the approatiased orthe use of a general
model ofthe utterance. The superior performance of the
unconstrained cohort method is due to filet that the
approach allowsthe speakermodels within the set
which aremostsimilar to the test utterance tompete
with the target model.

The experimental results have also showimat
disallowing the inclusion of the targetodel inthe set
of competing speaker models considerably improves the

effectiveness othe cohort method. In thease of the
unconstrained cohort method tbffect doesot appear
to be as significant.

It has been experimentally demonstratetiat the
performance of the cohort method depends highly on the
size of theadopted set of competing modelstHfs size

is toosmall, then theuse ofthe cohort method ifiact
leads to less accuracy in speaker verificativen that
achievable withoutthe normalisation of verification
scores. However, bysing an appropriately large set of
competing modelsthe performance of the method
improves significantly, and it even becomes
considerably moreeffective than the general model-
based approach.
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