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Abstract Elucidating cold-air-pooling processes forms part of treglstanding problem of
parametrizing the effects of complex terrain in largenescamerical models. The Weather
Research and Forecasting model has been set-up and rurhaebaution over an ideal-
ized alpine-valley domain with a width of order 10 km, to istigate the four-dimensional
variation of key cold-air-pooling forcing mechanisms, andlecoupled stable conditions.
Results of the simulation indicated that the total averagley-atmosphere cooling is driven
by a complex balance/interplay between radiation and dycseffects. Three fairly dis-
tinct regimes in the evolution of cold-air-pooling proces$ave been identified. Starting
about 1 hr before sunset, there is an initial 30-min perio@mwthe downslope flows are
initiated and the total average valley-atmosphere codiinipminated by radiative heat loss.
A period of instability follows, when there is a competitibetween radiation and dynam-
ics effects, lasting some 90 min. Finally, there is a gradedlction of the contribution of
radiative cooling from 75 to 37 %. The maximum cold-air-poténsity corresponds to the
time of minimum radiative cooling, within the period of iasility. Although, once the flow
is established, the valley atmosphere cools at broadlylasimstes by radiation and dynam-
ics effects, overall, radiation effects dominate the tatadrage valley-atmosphere cooling.
Some of the intricacies of the valley mixing have been regalhere are places where the
dynamics dominate the cooling and radiation effects areemi@haracteristics of internal
gravity waves propagating away from the slopes are disdusse
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2 P. Burns, C. Chemel

1 Introduction

There is a need to understand and accurately model atmasphasresses in hilly and moun-
tainous terrain (i.e., complex terrain). More specificadlgcurate simulations are important,
for example, for effective weather and storm predictionsdrtransportation and aviation
safety, as well as for the agricultural industry (eRgice et al. 201}l Accurate simulations
are required at the local scale for the prediction of air igpéhnquetin et al. 1999Brulfert
et al. 2005 Chazette et al. 200%zintai et al. 201)) avalanchesLundquist 201, wild and
prescribed fires, for impact assessments for proposed rtéensents and structureZ4rdi
and Whiteman 2013 and for climate change estimat&a{y et al. 2010. Regions of com-
plex terrain are also thought capable of affecting the gimiwf atmospheric systems on a
wider scale Noppel and Fiedler 20QZrice et al. 201)L

For the foreseeable future, the representation of thetsffefccomplex terrain, in both
high-resolution forecast models and low-resolution ctenand earth-system models, is
likely to require varying levels of parametrization, whiokquires a sound understanding
of the underlying physical processes. One key process ipleonterrain is cold-air pool-
ing, ultimately driven by a net loss of longwave radiatioonfrthe ground surface to space,
typically during nocturnal hours and the winter seasondGut pools (CAPs) can create
large temperature variations over short distances in evell-scale terrain. For example,
Gustavsson et a(1998 reported near-surface air temperature variations ofcqapately
7 K over length scales of order 1 km, in terrain with elevat@niations less than 100 m,
where in some places temperatures decreasedty i® 1 hr from sunset. Such temperature
variations are currently not well represented in forecastiefs Price et al. 201)L

The present work considers cold-air-pooling processewvailay atmosphere that is not
subject to any synoptic forcing, which approximates thesaafsweak synoptic flows, or
where the valley atmosphere is shielded from larger-scaesfby the terrain and possibly
a stable layer. In these conditions the local weather amdaté are driven by downslope
flows and in situ cooling Whiteman 200} but uncertainty remains over their respective
contributions and their variations in space and tiffede et al. 201

Previous observational and modelling studies have destigbaracteristics of CAPs in
relation to their environment (sefardi and Whiteman 2013or a review, and references
therein). However, these studies have generally not feacosequantifying the respective
contributions of CAP forcing mechanisms. Several measenermampaigns have aimed at
elucidating cold-air-pooling processes for broadly samihid-latitude climates and condi-
tions (e.gPrice etal. 201;1Sheridan et al. 20)3Price et al(2011) argued that the dominant
process is in situ cooling for small-scale valleys (i.elleyss about 100-m deep and 1- to
3-km wide). The argument is that the valley air is decouphednfthe atmosphere above,
due to the sheltering effect of the valley geometry, redyitimbulence within the valley and
preventing heat transfer from above, allowing the valleyagphere to cool by radiative heat
loss to a greater degree than on more exposed ground. Théngpbptween atmospheric
stability and turbulence is made clear, however, a detailegstigation into the characteris-
tics of downslope flows and the valley radiation field was natlenThompson(1986 used
wind and temperature observations collected from Utah, @&#AOntario, Canada, to argue
that downslope flows were not the cause of CAPs found in v&léya very similar scale to
those investigated birice et al(2011). Thompson(1986 indicated that accurate observa-
tions made with bi-directional wind vanes positione@ th above ground level, targeted at
detecting any downslope flow, did not detect any flows. Howewve detailed information
about the equipment was provided, and given the terrain whéch the atmosphere was
measured, and the low heights of the instruments above drewsl|, it is possible that the
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Evolution of Cold-Air-Pooling Processes in Complex Tetrai 3

wind speeds were close to the threshold values of the windsvarhe Utah measurements
found that valley flows began after the development of thieyaémperature inversion sug-
gesting that downslope flows were not the cause of it. Howeweaik downslope flows could
have contributed to the development of the valley tempegatversion in the first instance.
Ambient wind-speed data was not provided, and the stahifitthe atmosphere was not
discussed. The site characteristics, such as land usa¢ceudughness, soil type, and mois-
ture content were not considered, althow@instavsson et a{1999 provided evidence that
suggests these latter variables have only a modulatingteffethe formation of CAPs.

In contrast to the conclusions Bfice et al(2011) and Thompson(1986, Gustavsson
et al.(1998, who made measurements in similar terrain to the formerstwdies, in south-
western Sweden, pointed out that downslope flows can be tangdor the development of
CAPs. The lateral extent of the observed CAPs was found tease during the night. The
dependence of this lateral expansion on valley width anthdge area was clearly shown.
However, without further investigation, it is difficult tesert that this lateral expansion was
due to downslope flows rather than due to radiation efféststavsson et a(1998 found
a strong correlation between valley drainage area and teagih of the CAP, measured
by comparing near-surface air temperatures, and also d#rated the complicating effects
of forested regions on cold-air pooling, the tree canopyaapptly enhancing the cooling
process due to a sheltering effect.

There have been a number of numerical modelling works fatosémproving our un-
derstanding of downslope flows and cold-air-pooling preesge.gAnquetin et al. 1998
Skyllingstad 2003 Smith and Skyllingstad 2005/osper and Brown 20Q8Catalano and
Cenedese 201®mith et al. 201pVosper et al. 2013 Hoch et al.(2011) used the MYS-
TIC (Monte Carlo code for the physically correct tracing dbpons in cloudy atmospheres)
code Mayer and Kylling 2005 Mayer 2009, which accounts for inhomogeneous surface
albedo and topography, to investigate longwave radiatéatihg and cooling rates in differ-
ent topographies. The accuracy of the results is dependeheassumed atmospheric tem-
perature profiles and simplified ground-air temperaturtegihces. Contributions to heat-
ing rates from dynamical processes was not explicitly itigaged. The nocturnal radiative
contribution to cooling rates was investigated by compaiiY STIC-computed average-
basin-atmosphere cooling rates in the Arizona meteormtdf&A, to the observed average-
basin-atmosphere total temperature tendency. The oluséota rates were estimated by
constructing hourly vertical temperature profiles from aeneological station on the crater
floor, time-interpolated 3-hourly tethersonde and radiogolaunches, and a mid-latitude
standard atmosphere above 20 km, beyond the range of tlesoadie system. Horizontal
uniformity was assumed, based on previous measuremerttg icrater. The vertical pro-
files were also used as initial conditions for the MYSTIC ditions, which assumed a
rotationally symmetric crater geometry to reduce companal time. Average basin heating
and cooling rates were calculated by weighting the verficafile points according to the
proportion of the basin volume they representédch et al.(2011) found that the radiative
contribution, defined above, averaged over one night, wed28he percentage contribu-
tion reached a maximum value of 75 % shortly before sunriserwiind speeds were low.
A minimum percentage contribution of 9 % occurred during anrgrusion into the basin
atmosphere in the middle of the night. The accumulated tigdiaooling contribution was
found to decrease from approximately 30 to 22 % during thesmoaf the night. These latter
values were found to lie within a factor of three of compagagstimates of a few earlier stud-
ies (seeHoch et al. 2011and references therein). The crater is approximately 15@ep
and 12 km across, and so has a very similar scale to the terraistigated byGustavsson
et al.(1999 andPrice et al(201]). There is a clear difference in geometries, howedech
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et al. (2011 did not find any large difference in cooling rates betweelteya and basins
of similar scales and under similar atmospheric and boyncamditions. The Arizona me-
teor crater lies at about 30N and has a semi-arid climate. The lack of moisture close to
the ground/air interface is likely to enhance the grounideanperature excesses and deficits
relative to more northerly regions, where a greater pontibtihe available energy is stored
as latent heat{och et al. 201)L

Despite considerable effort and progress, it is apparentiticertainty remains about the
physical processes controlling CAPs. Detailed investigatof these processes are needed.
In the present work, a numerical model is used to examine déhni@ation of key cold-air-
pooling forcing mechanisms in an idealized alpine-valleyndin with a width of order
10 km under decoupled stable conditions. The set-up of theéefrend the design of the
numerical simulation are presented in S@ctNumerical results are analyzed in Setand
a summary is given in Sect.

2 Design of the numerical simulation

The numerical simulation presented herein was performéid tive Weather Research and
Forecasting (WRF) modeSkamarock et al. 20Q8version 34.1. The WRF model is specif-
ically designed for research and operational forecasting ange of scales.

2.1 WRF numerical formulation

The WRF model is a fully compressible and non-hydrostatidehdhat uses a terrain-
following hydrostatic-pressure vertical coordinate wéttconstant pressure surface at the
top of the domain and a staggered grid of type Arakawa-C. Abmmmof dynamics options
are available (seBkamarock et al. 2008or details). For the present work, time integration
is performed using a third-order Runge-Kutta scheme usimgpde-splitting time integra-
tion technique to deal with the acoustic modes. Momentunsaatir variables are advected
using a fifth-order Weighted Essentially Non-OscillatotfENO) scheme with a positive
definite filter Shu 2003 with no artificial diffusion. Here, the valley atmosphereriot
subjected to any synoptic forcing, and so the relevant Rossmber is that based on the
downslope flow, that iRo=U/(fL), whereU andL are the typical velocity and length
scales of the downslope flow arfds the Coriolis parameter. Given the scales of the prob-
lemU~2ms?! Lx3kmandf ~104s1 see Sec.2and3.2.1), the Rossby number
is> 1 (Ro~ 7), and so Coriolis effects were neglected by setfing 0.

The model was run in a large-eddy simulation (LES) mode, (vgh no boundary-layer
parametrization scheme) with a vertical grid resolutharselected to capture the downslope
flows (see also Sec?.3). The vertical length scale of the downslope flows is giverthzy
height of the wind maximum, denoted by hereafter. For the relatively steep slopes of the
terrain considered here (see S&B), n; is expected to be of order 1-10 m. This range
was drawn from appropriate observational studies (@aggan and Horst 1983Helmis and
Papadopoulos 1996To minimize errors due to large grid-cell aspect ratidsgh horizontal
resolution is therefore required (see Se&c8). A turbulent kinetic energy.b-order closure
scheme Deardorff 1980 was used to model the subgrid scales. The cons@tin the
subgrid-scale parametrization scheme was setl® (seeMoeng et al. 200) Because of
the anisotropy of the grid, the width of the filter for the stidgcales was modified following
Scotti et al(1993 (see als€Catalano and Cenedese 2010



165

1

o

6

171

172

173

174

175

176

182

183

184

185

186

187

194

195

196

197

198

205

206

207

208

Evolution of Cold-Air-Pooling Processes in Complex Tetrai 5

The WRF model includes a number of physics modules, whicle lsamumber of for-

mulations that can be selected. The physics schemes ustnifarork are listed below.

The Dudhia(1989 scheme was chosen to represent shortwave radiation pescekhe
scheme performs downward integration of solar flux, acdogrior clear-air scattering,
water vapour absorptioriLécis and Hansen 19Y4and cloud albedo and absorption,
using look-up tables for clouds fro®tepheng1978. Slope effects on the surface solar
flux, and slope shadowing effects, were deactivated. Asagedimplifying the problem,
this allows for later investigation into the importance loése effects.

The Rapid Radiation Transfer Model (RRTM) was chosen toesgmt longwave radi-
ation processes. This spectral-band scheme uses theatedré&l methodlécono et al.
2008, and pre-set tables to accurately represent the effeetatef vapour, carbon diox-
ide, ozone, methane, nitrous oxide, oxygen, nitrogen atotaebons. The two radiation
schemes were called every minute, a compromise betweeretteto keep computa-
tional time within acceptable limits, and the need to updatiation variables on a time
scale similar to the typical time scale over which thesealdes change significantly.
Both schemes were set to account for the impact of clouds ticabpepths.

The National Severe Storms Laboratory (NSSL) two-momeuotophysics scheme was
selected. The scheme predicts the mass mixing ratio and erucolbicentration for six
hydrometeor species: cloud droplets, rain drops, ice aly;ssnow, graupel, and hail (see
Mansell et al. 201D The scheme is intended for cloud-resolving simulatiohene the
horizontal resolutior\x is less than 2 km.

The revised MM5 Monin-Obukhov surface-layer schemeliogénez et al(2012 was
chosen. The scheme uses the similarity function€loéng and Brutsae(2005 and
Fairall et al.(1996, which are suitable under strongly stable and unstablelitons,
respectively. Both similarity functions range from netiranditions, enabling the full
range of atmospheric stabilities to be accounted for. Mdomariluxes are calculated by
the surface-layer scheme, which also calculates exchavgféoients for momentum,
heat and moistureCy, Cy, andCq, respectively) that are passed to the specified land-
surface model (LSM), which then calculates the surface #wfeheat and moisture.
The thermal roughness length,, over land surfaces, was set to depend on vegetation
height rather than being set constant. Singehelps to determin€, andCy, this leads
to a more accurate representation of surface-atmosphemacdtions Chen and Zhang
2009. The Obukhov length scalkg, is used to scale the fluxes. Although friction acts
at inclined surfaces, turbulence production is dominatgdhle downslope flow wind
maximum at;, which is the relevant length scale with which to scale theeffuGriso-
gono et al. 200§ Turbulence above the wind maximum is decoupled from thiase
(Zardi and Whiteman 2033Whenevel o > nj, the length scale of the turbulent eddies
that determine the fluxes is not the most relevant lengtres@alsogono et al(2007)
demonstrated that this is more likely to occur as the sloggezamd/or stratification are
increased. However, for the present wdrk, < n;j (not shown).

The community Noah LSMGhen and Dudhia 2001vas chosen with four soil layers.
The United States Geological Survey (USGS) land-use tasatechvosen, which provides
24 different land-use categories, and 16 soil categories imeluded. Both the land-use
and soil category were set constant across the model doseerSeci2.4).
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Fig. 1 Terrain height. The red circles mark the slope inflectiomf®iThe terrain is uniform along(into the
page), thougly was given a length of.2 km.

2.2 ldealized terrain

An idealized U-shaped valley, with its axis orientated hesouth, was implemented with
a maximum slope angle of 27, flanked on either side by a horizontal plateau extending
2.25 km from the top of the valley slopes. The terrain heightvatsea level (a.s.l.) is given
by

h(x,y) = H hx(x) hy (y) + Ze, 1)

wherex andy are the west-east and south-north components of the mooelireear coor-
dinate system, respectively, is the maximum depth of the valleg,s is the height of the
bottom of the valley, antly (x) andhy (y) are defined as

0.5{1— cos[m (]x—W]|) /S}, Vy < |X| < Sc4 W
hy (X) = { 0, ‘X| <V ) (2

1, IX| > S+ VW

and
hy (y) = 0.5[1+tanh(y/S)], 3

whereVy is the half width of the valley flooS, is thex-dimension slope length, arg} is the
y-dimension slope length. To simplify the probleim(y) was held constant at unity, making
the topography uniform iy, thoughy was given a length of.2 km. We setzef = 1000 m,

H = 1000 m,Vyx = 750 m andS, = 3000 m. These values approximate the environment of
the lower Chamonix Valley, located in the French Alps.@&°N, 6.87 °E) and all model
points were assigned these coordinates. Fidliltastrates the geometry of the terrain.

2.3 Model grid

The model was discretized using 101 staggered grid poiotgdhez-direction. The vertical
coordinate (defined by levels) was stretched using a hyperbolic tangent functimm
Vinokur (1980, defined by

k—1
Kmax— 1

wherek is the vertical staggered grid point number (ranging frono kptax = 101), and
Ais a coefficient used to adjust the stretching, given a valig134, with largerA values

n (k) = - tanh[A ( - 1” /tanh(A), 4)
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Fig. 2 Comparison of the vertical grid resolution
adjacent to the ground surface, denoted /g,
against the minimum acceptablezs, denoted by
AZg min, given by Eq5 with b =5, for three values

of horizontal resolutio\x. The vertical dot-dashed
lines mark the start and end of the western slope,
and the red circle marks the position of the slope
inflection point.

providing greater vertical grid resolutions. This functjorovides decreasing resolution with
increasingz, with a model top located at 12 km a.s.l., ahdvalues adjacent to the ground
surface, denoted b¥zs, of approximately 152 and 162 m over the plateaus and valley
floor, respectively, withh zs ranging between these two limits over the slopes of the yalle
To obtain numerically stable results, this rangé\af values demanded a model ti¢ =
0.05 s. The acoustic timestep was set equaktgl0. Given the relatively steep slopes of
the terrain considered here (see Sec?), the parameterf’, used in the model to damp
vertically propagating sound waves, was set.®(@eeDudhia 1995%.

Mahrer (1984 demonstrated that, when using a terrain-following cawaté system,
errors in the approximation of horizontal gradients areenidely to occur at large grid-cell
aspect ratios, when the lengths of the grid cells are lafger their heights. This makes it
more common for the changeincaused by moving between neighbourkppints (holding
n constant), denoted bfz,y, to be larger than the vertical resolutidvz. To avoid errors
in the approximations of horizontal gradienfsz should be set so thdtz > Azx,. Noting
thatAzy, = Ax tan|a| at the ground surface, wheeeis the slope angle, and introducing a
parameteb allowing for a range of acceptable grid cell distortionss tives

la| < arctan(b AA—iS) . (5)

Equation5 can be used to estimate the minimuxgs for given values ofa andAx. The
parametebis commonly setin the range 1-5, with 5 providing the minimagoeptablé z,
denoted byAzs min. Figure2 compares the implementéxs againstA zs min, given by Eq.5
with b =5, for three values dix. It shows that only th&x = 15 m resolution satisfies Ef.
with b = 5. An initial sensitivity study, not reported here, has aded that the results from
simulations using thAx = 15-m and 30-m resolutions are qualitatively the same. Toere
the lower and computationally less expensive horizonsdltgion of 30 m, resulting in 402
and 82 staggered grid points in tkeandy-directions, respectively, was used to generate the
results reported in Sec®. The even number of horizontal grid points enabled the mtuel
be symmetric about its mass points.
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15

T, (C)
o

Fig. 3 Time series of 2-m air temperature above the
valley floor of the Chamonix valley for a week dur-
ing January 2003. The time series has a temporal
resolution of 1 hr. Vertical dotted lines mark the
-15 i i i i i i start of each day (0000 UTC). The measurements
were taken by Météo France during the POllution in
15 16 17 18 19 20 21 22 Alpine Valleys (POVA) field campaign (sé&xulfert
et al. 200%.

10"

Day of the month

2.4 Initial and boundary conditions

The simulation was provided with an initial weakly-stabieebr lapse rate in virtual po-
tential temperatured 8,/9z = 1.5 K km~1, an environmental lapse rate in temperatiie,
slightly less than the adiabatic rate. Therefore the sitiariaepresents cases where there
is no pre-existing residual layer, or inversions, in thdexahtmosphere at the start of the
night, indicative of well-mixed post-convective condiig The model is run for an 8-hr pe-
riod starting at 1430 UTC on 21 December (that is about 1 horeeSunset at the latitude of
the Chamonix valley). The atmosphere at the bottom of thalizkd valley was assigned an
initial 6, = 288 K, a temperature of approximately 23¥ (about 6°C). This temperature
value was chosen to approximately match measurements méae Chamonix valley, at a
similar time of day and year (see Fi§). The time rate of change of the 2-m air temperature
at the centre of the valley was compared to that of the datagirBFTo make the comparison
fair, only the clear-sky observations were considered @xluding day 19 to 21), and those
that did not experience any large shift in the synoptic witdalion (i.e., excluding day 16
and 18). The observed cooling rate averaged over the comimenpieriod and over days
15 and 17 is-1.2 K hr1. The corresponding model value-.9 K hr1, which given the
idealized model set-up, is remarkably similar. The atmesplwas initialized with a spa-
tially constant relative humidity of 40 %, which resultedamoisture flux at the ground/air
interface, but avoided any condensation of water in the spinere.

The temperature of the ground/air interface, or skin tewrtpee, is initialized by extrap-
olation of the air temperature of the first three layers alibeeground. A random negative
thermal perturbation to the extrapolated skin temperatuvégh a maximum value of.05 K,
was applied at the initial time across the valley slopess Téduced the spin-up time of the
simulation, important given the short simulated time petrenforced by the computationally
expensive integrations. The thermal perturbation alsoentfael flow three-dimensional (3D),
which would not otherwise have been the case, due ty-ihdependent valley geometry,
the initial zero wind field (see below), no Coriolis effecsd the otherwisg-independent
thermal forcing at the surface. Since turbulence is 3D itpartant that the flow is 3D too.

For a deep valley under stable conditions, the valley atimagpis often decoupled from
the air above the valley (see, for instan@ghiteman 2000 and so no synoptic forcing was
prescribed. It is not known what the velocity field should bighim the idealized valley,
since this is the problem under investigation, and imposizgro velocity field within the
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valley space and some non-zero velocity field above woukdylilead to unrealistic results.
Model grid nesting is beyond the scope of this work, and sontimel field was set to zero
everywhere at the initial time.

The model deep soil temperature, at a depth of 8 m (denotdthkyy, is at the maxi-
mum depth of penetration of the annual solar temperature wadepth of 8 m fofgeepis
reasonable for a soil with low to medium thermal diffusivitypical of sand-free clay soils,
as used for this work (see beloW)eepat the bottom of the valley was set to the annual mean
surface air temperature of 281K (that is 825°C), a typical value for a mid-latitude Alpine
site at this altitude. This proxy value is regarded as an ratelapproximation, based on
the premise that long-term thermal equilibrium exists lestwthe soil and atmosphere (e.g.
Oke 1987 Chen and Dudhia 2001Green and Hardin¢L980 have shown, from numerous
measurements across western and central Europe, thatitiergrof soil temperature with
altitude, during winter, is on average approximately 2 K®and that the differences be-
tween the gradients in these regions are not large. Gradiggre calculated by considering
station pairs, with one element of the pair on low ground &edther on high ground. It was
found in an earlier studyGreen and Harding 197 %hat the differences in soil temperature,
observed between such a pair of stations, are dominatecelsffécts of altitude, provided
that the height difference between them exceeds 200 m, ahthtty are in a broadly similar
climatic regime. This was found to be the case despite laffgrehces in terrain type, rang-
ing from humus to broken rock. All of the station pairs useddrgen and Hardin¢1980
satisfied the above two criteria. The study also suggestgtbaradients of soil tempera-
ture with altitude are similar for different soil depths gsidering soil depths of.@, 0.5 and
1 m), and that this pattern generally extends throughougehe This is important given that
the soil temperature measurements were made at differpttisjdoetween.@ and 1 m, al-
though most were made atim. This also suggests that the vertical soil temperatwier
does not change greatly with altitude, and so not with cheung@verage annual tempera-
ture, which varies with altitude. The 2 K km gradient was used to vailyieepWith altitude
across the idealized terrain.

Given a known skin and deep soil temperature the shape okthperature variation
between these boundary values was sought. A linear variattwuld be easy to implement,
however, a better approximation is to increase the temperatxponentially with depth,
which is what can generally be observed during the winterth®T his general exponential
shape can be attributed to the near exponential decay wjtih @é¢ the surface heat waves,
which drive the system about a mean value, in a near periadfadn.Hillel (1982 showed
that the variation of soil temperature with depth and times th an infinitely periodic surface
heat wave, assuming a constant thermal diffusivity, is effdrm

T (2t) = (To) + Ao/ sin(2nft+§+<p), ©)

wherez < 0, (Tp) is the mean soil surface temperatubg,represents the amplitude of the
surface wavef is the wave frequency anglis the signal phase shift. The parameteas the
damping depth, given by = \/Dy/ (f 1), whereDy, is the (constant) thermal diffusivity.
Since the sinusoidal variation was applied for an infiniteetj there is no transient part
to Eq.6; the soil at any depth is synchronized to the surface signah, other words, the soil
is in a quasi-steady state. This is not an accurate repagganivhen the surface forcing is
applied for some finite time, where the different depths leitlai transient and more complex
behaviour. However, for many systems the quasi-steadg afgiroximation is reasonable,
as exemplified by the analysis Dfoulia et al.(2009. This model was extended IBroulia
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et al.(2009 to account for both the daily and annual heat waves, whiebl\ies the super-
position of two waves. The final solution is essentially a fiterms of the form of Eg6. A
simplified version of Eg6 is introduced that still captures the essential exponkintaease
of soil temperature with depth,

T(2) =A+Bé&/1, 7

wherez < 0 andd was chosen as one third the depthlgfe, with the boundary conditions
T (z=0) =To, andT (z= —3d) = Tgeep t0 give

o Tdeep— To /d
T(z)_To+l_7ﬁ<l—ez ) @8)

wherez < 0. The depthd was chosen to avoid any step in the model output variablesgur
the start of the simulation, which is indicative of a systdose to a state of partial equilib-
rium. This is important since the short simulated period @sdkng-term model adjustments
impractical. The solution was then a compromise betweendlee to simplify the problem
and the need to model the soil temperature profile in a reatonay.

The idealized terrain was initially set-up to represent dpirfe landscape consisting
mainly of grasses, and so the vegetation and landuse typsetés ‘grassland’, giving, for
winter, a surface albedo ofZB, a surface emissivity of.92, an aerodynamic roughness
length of 010 m, and a surface moisture availability o8 @volume fraction).

The soil type was set to ‘silty clay loam’, a relatively mosstil (Oke 1987, with dry,
wilting point, field capacity and maximum soil moistures 0£20, 0120, 0387 and 0464
(volume fractions), respectively. It typically takes a ptauiof days for a soil to reach its field
capacity, after drainage of water via the soil macroporksvitng a rain event, the exact time
period depending on the soil properties, the initial watartent of the soil, and the initial
water depth in the soil. Before the field capacity is reactmedgravitational and capillary
forces, which dominate the movement (redistribution) af water during infiltration and
drainage, are both directed downwards. When the field cgpaaieached, matric potential
or water content gradients are in opposite directions irufiiger and lower portions of the
soil profile, preventing any significant net downward watek ffNachabe 1998 Once the
macropores are emptied, further drainage, by evaporatgn the soil surface or through
extraction by plants, removes water at a much slower rate fhee soil microporesRowell
1994. The method was to provide the soil with a constant soil tnoésvalue 10 % below
the chosen soil field capacity, thereby placing the soillgaféthin the latter soil water
redistribution regime. The simulation therefore consdea soil a few days after rainfall,
which is reasonable given the winter period modelled, whequent precipitation is typical
in the Alps. The exact soil moisture profile is a complex peobland it is acknowledged that
soil moistures are likely to decrease by small amounts wégbtln, however, over the sub-
diurnal time period of interest any exchange of moisturevben soil layers is negligible.

The model was run with periodic lateral boundary conditidriss was made possible by
the relatively large extent of the flat plateaus in xhdirection and the-independent valley
geometry. If the valley geometry were ngindependent then any valley flow is expected
to evolve in the down-valley direction precluding the usegderiodic boundary condition
in this direction. The implemented valley geometry effeslly eliminated any significant
valley flow from the results. Without considering a far largemain, pressure-induced flow
cannot be represented. A 4-km deep implicit Rayleigh daghfager Klemp et al. 2008
was implemented at the top of the model domain to prevent igmyfisant wave reflections
affecting the solution. The damping coefficient was set fos0?.
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Fig. 4 Time series of(a) average valley-atmosphere temperature, denotedThy, (R),, = (96y/0t)va,
wheref, is virtual potential temperatur@6,/dt averaged over artX, z) slice taken half-way along denoted
by (R),s, CAPihmeanand CAPj max (see text for details), ar@) (R),, using a number of different Cartesian
grid resolutions.

3 Results and discussion
3.1 Valley-averaged variation of cold-air-pooling proses

Time series, starting about 1 hr before sunset, of averaljeyxatmosphere temperature
and cooling rate, denoted [y ), ,, and(R),, = (96,/0t),,, respectively, wheré 8, /ot ~

dT /ot (not shown), are displayed in Figa. The time series were created by first averaging
the model output across thedimension. The output fields on the model curvilinear grid
were then interpolated onto a linear orthogonal framewogk, (Cartesian system), which
filled the two-dimensional valley space, withx' = AZ =5 m. d6,/dt was calculated from

the model outpub, field using centered finite differencing before re-gridditmavoid nu-
merical artifacts. The results are not sensitive to theahof differencing scheme. A local
bilinear interpolation was used, that relies on grid indexoiding errors close to sloping
ground associated with triangulation techniques usingheights. Such errors are caused
by the maximum grid distortion in these regions, togethehhe rapidly changing fields
when moving in a direction normal to the ground. Having shid,{R),, has a low sensi-
tivity to such errors (not shown). The sensitivity of theigstto the new grid resolution, was
tested using 8,/0t (see Fig.4b), which demonstrates a convergence of the results as the
resolution is increased from 100 to 1 m. Figdkeshows that there is no noticeable differ-
ence between the 1 and 5 m results, and therefore all of)jthend ()ys time series were
created using the latter resolution, where the subsesptands for a valley section, in the
(%, 2) plane. Errors occurring ifR), ,, as the resolution is decreased, are primarily caused by
the misrepresentation of the valley atmosphere away frenvaliey slopes.

Figureda shows a general steady cooling of the valley atmospheseghrtime(T), , is
approximately C for the first 30 min or so of simulation, before decreasing atar con-
stant rate of roughly @5 K hr1, to reach a final value close tel °C, revealing a total 2C
decrease ofT),, during the simulated 8-hr period. The initial near-const@mperature
is due to a balance between cooling from longwave radiatr@h@mbined heating from
shortwave radiation and dynamical processes, when alstarmsmall. The change {i), ,
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over this period is-0.043 K and in(6,), , is —0.046 K. In general, the subsequent decrease
of (T), 4 is caused by the reduction and loss of shortwave radiatfentsf an increase in the
cooling from longwave radiation, and the initiation of cogl from dynamical processes, as
discussed in this section. The associated instantaneolisgoate,(R), ,, initially increases

in magnitude relatively quickly, due to the changes in theifg mechanisms, withR), ,
decreasing from-0.048 to—0.29 K hr! att = 73 min.|(R),,| then gradually decreases
with (R),, increasing to-0.23 K hr! at the end of the simulation. During this latter period
there is a general reduction in the cooling from longwaveatémh and dynamics effects.
Possible oscillatory features can be seer{Rh = (06,/dt),, taken halfway along the
y-dimension, aftet = 60 min (see Figda). These features are discussed in the Appendix.

3.1.1 Cold-air-pool intensity

Due to the relatively large valley depth and possibly theseimanitial stratification, the sim-
ulated temperatures over the plateaus are always lesshtbaarmperatures over the valley
floor, despite the enhanced cooling there, and in this réespE&AP is not simulated. This
highlights the ambiguity that remains in the definition of AR; which typically refers to
the relatively low air temperatures in a volume of air confitewards the bottom of a de-
pression, compared to a reference air temperature abdvugstwork has found evidence of
slightly higher temperatures immediately above the shafless than 100-m deep) layer of
air at the bottom of the valley (not shown). However, the gifithis temperature difference
is quickly reversed by moving the reference further awamftbis layer. The approach taken
here was to remove the hydrostatic variation in temperdtare all points in the model do-
main, allowing for a comparison of model domain cooling sate those over flat terrain
at the same elevation. This revealed a region of enhancdihgdbat expanded upwards
from the bottom of the valley (see Se8&t2.1), denoted by CAR, where the subscrigt
refers to the hydrostatic adjustment. The CAP intensity RgAhas therefore been denoted
by CAPi,. CAPI, was calculated in two ways: as the difference between theehaatjusted-
plateau and valley floor average near-surface air tempesgtdenoted by CARjnean and
also using the adjusted-maximum and minimum values fronvibaespective regions, de-
noted by CAPR| max. All temperatures were taken from the model first mass paitis6 and
0.81 m above the plateaus and valley floor, respectively @pproximately at screen-level
height). For the first 15 min both CARPturves show negative values, that is the plateaus
initially cooled faster than the valley floor (see F&n). The maximum magnitude of the
temperature difference is small, with CARjean= —0.15°C. Aftert = 15 min CAPj mean
and CAP}j max become positive and remain so for the remainder of the stioalehighlight-
ing the enhanced cooling at the bottom of the valley comptred adjacent to flat terrain in
the stable decoupled conditions. Immediately &fterl5 min there is a peak in both curves
centered close tb= 60 min, before CAP} meanand CAPj max inCrease again at a progres-
sively decreasing rate until about= 240 min. Both CARj curves then gradually decrease
until approximatelyt = 360 min before levelling off for the remainder of the simidaf
suggesting that some form of equilibrium or partial equililm condition was reached. The
maximum CAPj max is 3.4 °C att = 52 min, in contrast to the maximum CARiean Of
2.2°C att =228 min.

3.1.2 Cold-air-pool forcing mechanisms

Figure 5a reveals that thé), , accumulated temperature change due to net radiation only,
(A By, ),q is fairly uniform, and reaches a total value close-tb K, where the subscript
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Fig. 5 Time series of(a) the average valley-atmosphere radiative pard6f/dt = R, denoted by(R),.,
(Re/R)yar (Rr/R)ysmin @Md(Rr /R)\ s max Obtained by using the operatfs for everyy position and searching
acrossy at each time for the minimum and maximuf®; /R),, (A6 )va, WhereA B, is the accumulated
change off, due to net radiation{A 6, /A 6,)va, whereA 6, is the total accumulated change @&f and(b)
the same aga) but considering dynamics quantities, as wel(Bg), ; taken half-way along.

r is short for radiation{A8,),, att = 30 min is small with a value 0f-0.047 K. Also
shown is the(),, cooling rate due to net radiation, denoted (%),,, where(R),, ~
((0T/0t),), 4 (not shown). Initially|(R;), .| increases relatively rapidly wit{R;), , decreas-
ing from —0.081 to —0.13 K hr! att = 65 min, before decreasing again only slightly
to a rate of—0.135 K hr! att = 113 min. After this time|(R),,| decreases gradually
with (Rr),, increasing to—0.12 K hr! at the end of the simulation. Figuf displays
the (),, contribution of A&, andR: to the total quantities, denoted k8, /A8,),, and
(Rr/R), ., respectively. The averaging must be done after the nozatain to correctly rep-
resent the normalized model output fielda 8, /A8,),, increases for the first 5 min from
approximately 102 to 148 %, before decreasing relativebydig to 77 %, att = 65 min,
after which it generally decreases at a progressively sloate to reach a final value of
53 %. The initial increase gfA 8, /A 6,),,, balances the heating caused by dynamics effects
(see Fig5b). (A6, /AB),, completely dominates the cooling for the initial 30 min, fwit
(A8, /A6, = 103 % att = 30 min, and the subsequent rapid decreas@\éX, /A 8,),,
accounts for the growing influence of the dynamics in thel tetaperature changes. Fig-
ure 5b illustrates the difference between the total and radiafields (i.e., the combined
dynamics effects of advection and subgrid-scale turbut@ring) for which the subscript
d is used.(A8y,),, is near zero for the first 30 min of the simulation, in fact amting to

a very small positive temperature change didD62 K. Over the same period shortwave
radiation caused a temperature char(@e,,,), ., of 0.00525 K (see Fig6), as expected to
give (ABy),,. |(A Gvd)va} then increases steadily to a final value close-foK, as expected.

(Rq),4 initially decreases from.033 to—0.16 K hr-! att = 73 min, changing from a
small heating rate to a relatively large cooling rgt&y),,| then generally decreases with
(Rq)y4 increasing to a final value 0f0.11 K hr 1. The oscillatory features itRy), (See
Fig. 5b) could not be found in the data fQR; )., which reveals that the oscillations (R), ¢
(see Fig.4a) are caused by the dynamics alo(®6,,/A6,), , first decreases from-2 to
—48 % att =5 min, before increasing rapidly until approximately= 75 min, reaching
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~~ {Rswha(10Khr) |
— (Rsw/ R)ua

—— {20y, )a (K)

s (A8, 1A, ),

-0.4 ! ! Fig. 6 Time series of (Rsw)yar (Rsw/Ryvas
0 60 120 180 <A6VSW>va and <A_9VSW/A9V>va’ where Rsy and
t (min) ABy, are the instantaneous and accumulated
changes 0B, due to shortwave radiation.

27 %, and then increasing only gradually to reach a final vafuk? %. The initial heating
effect by the dynamics and the subsequent time it takes ®cdoling by the dynamics
to take effect, together with broadly similar rates of coglirom longwave radiation and
dynamics, once the flow is established, resultgiek, /A6,),, < (A6, /AB),, The two
forcing mechanisms are tightly coupled, and ultimatelg iiobngwave radiation that causes
the downslope flows (discussed in S&R.1). It would be interesting to investigate further
the generality of this result, for instance by varying thiéahconditions.

(R /R)y, and (Ry/R),, are more variable thatA 6, /A8,),, and (A6, /A6,), ., and
are formed of three fairly distinct regimes (see Fa). As above, there is first a 30-min
period when longwave radiation almost completely domimale cooling, with(R:/R), 5
decreasing from 203 to 90 %. After approximately 30 min there is a period of instability,
lasting some 90 min, whek&; /R), 5 is of course exactly out of phase witRy/R), . Finally,
there is a gradual reduction ¢R; /R), , from 75 % to a final contribution of 37 %. Figuke
also gives the maximum and minimum values®f/R), and(Ry/R),, by applying()ys to
everyy-position and searching acrogat each time. Both plots demonstrate that there is little
variation from(R; /R),, and(Ry/R),, for about the first 30 min of the simulation, suggesting
that the thermodynamics are constrained to develop in angaby two-dimensional way
during this period. The variation arour{&® /R),, and (R4/R),, is generally larger during
the period of instability, depending on the specific timegidared. Aftert = 120 min, the
variation aroundR; /R),, and{Ry/R),, is near constant over time, with the volume averages
close to the centre of the variation defined be the maximunmanomum values (defining a
maximum variation of about 40 %). The simulation average/of, /A 6,),, and(R /R),,
is 64 and 58 %, respectively. The corresponding values opétiod of gradual decline are
56 and 46 %. The maximum (minimum) values {&8,, /A8,),, and(R /R),, are 147 (53)
and 203 (29) %, respectively. The times of these percentagesespectively 5 (480) and
1 (382) min. Figures shows that shortwave radiation has only a small modulatifigence
in the first hour or so of the simulation, decreasing the ogptiue to net radiation, and
increasing the rate of initial increase [dR;), ,|. Hoch et al.(2011) found values of about
30 % for (ABy,,/AB),, and (Ruw/R),,, early in the night, from 1700 to 2200 LST, for
the Arizona meteor crater, which is clearly different frohe trespective values of 56 and
46 % obtained for the period of gradual decline, from 163028@®UTC. One possible
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explanation is an over-estimation (Rw/R),, by the one-dimensional radiative transfer
scheme used for the simulation.

The RRTM longwave radiation scheme, used here, does notdewsrghoton transport
between atmospheric columns, and so nor reflections or emésgom surrounding terrain.
The work byHoch et al.(2011) using the MYSTIC code, a 3D radiative transfer model,
demonstrated that one-dimensional schemes will tend teesténate(), , longwave radia-
tive cooling rates, denoted QR w),, hereafter (see Fig. 6 and 7 loch et al. 201)L The
1900 LST MYSTIC simulation suggests there will be an erroselto 005 K hr 1 in the
t =270 min (1900 UTC)(R.w)val value reported here, whet® ), , is always negative.
The 1900 LST MYSTIC simulation had a similar bulk atmospbéemperature profile to
the 1900 UTC WRF model results from this work (not shoviych et al.(2011) assumed
a temperature deficit of 4 K, which is larger than the corresipmy value of about.3 K, for
this work, obtained half-way up the western valley slope eodsidering the temperature
change across the downslope flow, which is less than 50-m (@e¢ghown). However, the
MYSTIC model results suggests that this is unlikely to hawg significant effect on the er-
ror. Hoch et al.(2011) made simulations for 1500, 1900 and 0600 LST, which reetiat
the error is not constant in time. Although the WRF simulatisade here, began at a similar
time to the first MYSTIC simulation, the initial conditionsane different, which makes even
any linear approximation of the changing error impossibles would nevertheless make
an interesting topic of future research. Also, in the presek, the shortwave radiation
decreased at approximately the same rate everywhere sdopeeeffects on shortwave radi-
ation were not included. Including shadowing effects iglijkto cause a different initiation
of the flow (e.gLehner et al. 201)1 a subject of future work.

3.2 Local-scale features
3.2.1 Cold-air-pool evolution

Details of the valley-atmosphere cooling are difficult tqpegeiate in thel or 6, fields,
due to the hydrostatic change of these quantities witiowever, both fields show the gen-
eral cooling and stabilization of the valley atmospherehasiight progresses. Theor 6,
fields also indicate that in general the valley atmospheadirap is horizontally homoge-
neous. This effect is also indicated by thé, field and gives a clearer picture of the cooling
variation across the domain. Figuralisplays filled contour plots ofA 6V>y overlaid with
streamlines. The streamlines were created by tracing tifvs pdmassless particles through
(uxz>y, by time integration, whera is the model wind field andy, = (u,w). Each ‘particle’
was tracked from its seed point until the path left the inpatce or a maximum number of
iterations was reached. After adding arrows at the seedptorreveal flow direction, the
approach has the advantage of indicating the relativegttiedirection and vorticity of the
flow, across the input space. The filled contours were crazed) a 5-m grid resolution,
justified above for the field averages, and the streamling pemts are positioned on the
Cartesian grid with the same origin, witx' = AZ = 100 m, placing a limit on the range
of turbulent scales that can be revealed in these partipldés. Nevertheless, it was found
that the displayed streamlines are a good representatitdreaftreamlines generated from
a finer seed-point mesh. The streamline algorithm L@B;als}y projected onto the 5-m grid
to track the ‘particle’ trajectories from the seed pointss the dominant component of
which together with the implemented idealized terrain amtal conditions, suggests that
the major features of the flow exist in tlig,z) plane, and so the streamlines are a good



16 P. Burns, C. Chemel

representation of the dominant flow features. To give an alehe absolute magnitudes of
the flow in the following analysis, it should be noted thatéiséablished downslope flow has
a typical speed of approximately 2 m's

Close inspection of Figra reveals that the dark region immediately above the top half
of the western valley slope, no more than 50-m deep, is themer maximum flow, which
hides a corresponding region of relatively large accuredlaemperature decrease, with
(A6), ~—1K, compared to the surrounding atmosphere thatttas < (A6,), <OK.A8,
is negative everywhere at all times. Figu&sand7b reveal a propagating intensification
of the downslope flow, with a counter-clockwise vortex atllead of this flow, considering
a northerly oriented rotation axis. The downslope flow wamitbto exist, albeit to a lesser
degree, from within 5 min of = 0 (not shown). There is evidence of relatively large cooling
at the bottom of the valley at= 40 min, with—0.2 < (A8,), < —0.1 K within about 100 m
above ground level, and witfA 6), < —2 K within a few meters of the valley floor. This
cooling is due to a combination of radiation and dynamicect. The intensification of
the downslope flow is shown to generally disturb the quiesealfey atmosphere, creating
further vortices away from the terrain, a general upwardiomotlose to the valley axis,
which is to be expected due to mass conservation, as well asvament of air towards
the slope behind the vortex at the head of the maximum flovoreddespite the variability
in the system, this latter counter-clockwise half-valgggle circulation becomes a quasi-
permanent feature of the valley flow system. Figtceshows the beginning of the reflection
of the maximum flow region back towards the bottom of the sl@fier colliding with the
fluid from the eastern slope. A small-scale eddy about 10@&msa, close to the centre of
the valley, indicates the presence of turbulence in a shiakgion less than 100-m deep.

Soon aftett = 60 min the signature of internal gravity waves (IGWs) becsiear, in
and above the valley atmosphere (see Fily, which supports the evidence of IGWs reported
in the Appendix. The general direction of the wave ve¢kg§>y, whereky, = (ky, kz), at this
time, is clear, revealed by the upward and downward stre@mdigions, Witﬁkxz>y directed
westwards to allow for an upward energy propagation. Treastiines indicate tha(kxz>y
makes an angle of about 3With the vertical, which agrees with& < (' /N),, < 0.92
(see the Appendix), and that? (k;), = (A7), ~ 1 km, which are very similar to the results
of Chemel et al(2009 andLargeron et al(2013, and supports their finding tha} is set
by the depth of the topography. An interesting feature offkbw are the vortices between
the regions of upward and downward motions. A full desanipof the IGW field is beyond
the scope of this work.

Figure 7d also shows the further retreat of the maximum flow regiorktawards the
bottom of the slope, which leaves behind it a region of md!itjzilarge| (A 6v>y| air, indicating
the importance of the downslope flow for the valley bottomlicgpin the early night. The
downslope flow intensification mixes the region of laf¢&6,)y| at the bottom of the valley
higher into the atmosphere. By= 120 min (see Fig7e), the maximum flow region has re-
treated further, with a clear deflection of the downslope fldase to the bottom of the slope,
as it comes into contact with air of a similar or greater dgngigures7f and 7g show the
further growth of the CARand subsequent retreat of the downslope flow maximum region
back up the western slope. The streamlines in these latits were made white for clarity,
however, the apparent loss of the IGW signature is decei#ngmt = 120 min onwards,
streamlines run westward beginning close to the centreeo¥aliey in a near-horizontal re-
gion approximately 100-m deep, positioned about 100 m attm/plateau height (see Fig.
and7g), and develop together with a valley atmosphere cappweysion (not shown). This
flow feature is linked to the quasi-permanent counter-chgs& flow system noted above.
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The return flow above the downslope flow over the bottom halthef slope is clear
in Fig. 7f, revealed by the S-shaped streamlines adjacent to thexdgrdinere is evidence
of flow separation above the developing GAguring the early night (see Figd to 7f),
though the feature is difficult to see later in the night, whiegre is clear evidence of flow
penetration into the developing CARsee Fig.7g). The colour scale in Figla through7g
was chosen to make clear the development of theCA®wvever, the detail of the cooling at
the very bottom of the valley is lost afte= 120 min. FigureZh indicates the relatively large
cooling effect within the first 100 m of the valley bottom, cpaned to the atmosphere above,
the effect intensifying as the night progresses. Streaslfor an(x, z) slice of the domain,
taken half-way along thg-dimension, reveals the localized variability in the dymesralong
y. The dominant flow features are still apparent. Howeverjuhaulent nature of the flow is
more clear, and it would be interesting to investigate ferrthe exact mixing characteristics
of the valley atmosphere, as well as the ability of the vaflew system to mix scalars into
the free atmosphere.

3.2.2 Cold-air-pool forcing mechanisms

Figure8 shows contour plots iR, /R),, with streamlines over-plotted, as aboRs found

to have both signs, whered®, is always negative, with the exception of a few rare cases
of radiative heating at the very bottom of the valley atm@sph(not shown). As pointed
out above, the air temperatures are always less this &, despite the occasional heating
rate. This means that, in generéﬁl{,/R)y > 1 corresponds to a cooling atmosphere due to
radiative processes, despite heating from the dynamick{Runf R>y < 0 corresponds to a
heating atmosphere due to the dynamics overcoming ragliediling. A clockwise circulat-
ing vortex, with rotation axis into the page, can be seengn@d, centered at approximately
(x=—3.1 km,z=2.75 km). The region of bright red colour on the eastern edge of this vo
tex corresponds t(R; /R), > 1, and the streamlines suggest this is caused by the downward
advection of air from abouwt = 3 km. " is less than the dry adiabatic rate, denoted fy
everywhere at = 0, and in this regiori” decreases slightly with time, however, downward
advected parcels of air will experience compressional wagrat 4, since there is no lig-
uid water in the atmosphere. This will result in warmer pkrcisplacing cooler ones and
<Rd>y > 0. Evidently the heating from the dynamics is not large ehotayovercome the
radiative cooling in this case. The opposite effect can le@ @ the western side of the vor-
tex where, 0< (R /R), < 1, due to(Ry),, < 0, due to the expansion and cooling of parcels
as they rise higher through the atmosphere, adding to thatiksdcooling. The patterns in

R generally correspond to those Ry, which is expected given the uniformity & (not
shown).Ry < 0 corresponds to enhanced total cooling, whefas O corresponds to re-
duced total cooling or a warming (that &> 0). As well as the absence of liquid water,
these compressional effects rely brk 4 (i.e., a stable atmosphere), and overturning and
mixing is implied whenevef > Iy, which occurs close to the ground at times towards the
valley bottom (not shown). is near constant in space and time above2.5 km, where the
main cause of cooling variability is reversible compressidfects, potentially affected by
the horizontal advection of air. Belogv= 2.5 km, where the dynamics is controlled by the
downslope flows, the sources of cooling variability are meeplex, as further explained
below.

The ‘blue’ region positioned mainly behind the largest ggrtat the front of the downs-
lope flow maximum region, indicatingR), > 0 and(Rq), > 0, is likely caused, at least in
part, by compressional effects, as above. The ‘blue’ regamnesponds to the area where
the streamlines indicate the maximum downward transpodirofClose inspection of the
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Fig. 8 Contour plots of §) to (g) (Rr/R),, with black streamlines over-plottedtat 40, 50, 60, 80, 120, 240
and 480 min, andh) R, /Rtaken half-way along thg-dimension at = 480 min.
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field immediately above the valley floor reveals that the eckd cooling here, noted above,
is due to a combination of radiation and dynamics effectgufeis8b and8c correspond
roughly to the times of minimum and maximu{R;, /R), 5, during the period of instability,
shown in Fig5a, att = 47 and 57 min, with values of 35 and 191 %, respectively. Thisea
of these extreme values is now clear. Considering the vatieypsphere only, Figb shows
a greater upward transport of air together with a largerébtegion, compared to Figc,
where the streamlines have been generally tilted towasdsdlizontal and the ‘blue’ region,
carried with the flow, has been partly forced upwards and btievalley atmosphere by
the colliding opposite flows. The relatively intense upwardtion occurs when the downs-
lope flow intensification reaches the bottom of the slope. Jihetion is perhaps similar
to the minimum 9 % radiative cooling rate contribution foumdHoch et al.(2011) during

a midnight air-intrusion into the Arizona meteor cratetehestingly, the time of minimum
(Rr/R), 5, during the period of instability, occurs only 5 min befoke ttime of maximum
CAPihmax-

The large changes ifR; /R), occurring over small distances adjacent to the valley floor,
att = 60 min, in general, are well correlated with nearby unstalilewhich complements
the evidence of turbulence in this region provided by thelkstale eddy, noted above. An
animation of anX, ) slice of R, /R, taken half-way along, reveals that the smallest of these
turbulent features generally originate from the front @& tlownslope flow maximum region
and are transported down the slopes towards the valleyecerhis effect is not clear in
(R/R)y, after approximately = 80 min (when the variability acrossincreases), due to the
averaging operation, which makes the analysis of smaledeatures difficult. Figure8d
and 8e show clearly thatk,y), tilts towards the ground as the waves move closer to the
plateau, which agrees well with the analysis(af /N),,, also revealed in the patterns of
o' (see the Appendix). The thermodynamics effects of the IGW ckear, with regions of
(Ra)y > 0 occurring in the downward streamline regions of the wavessed by counter-
rotating vortices between the upward streamline regiohgre(R;), < 0. Close inspection
of the (x,z) slices, as above, for all time, has revealed a general westmavement of
regions with reduced cooling, dR), > 0, that are inter-spaced by regions of enhanced
cooling, over the top half of the slope. Analysis of the stnBaes indicates that in many
cases these features are caused by westward propagatiicgsaogether with their associ-
ated compressional effects, as explained above. The sedavhere no vortex can be found
reveal the occurrence of near-laminar advective effedis. Westward transport of heating
effects and vortices is caused by the quasi-permanentiactiwvise circulation, and shal-
low region of near-horizontal streamlines close to thegalatheight. Many of the heating
features are absorbed into the downslope flow region. Higbeve the plateaus there is also
an apparent westward movement of compressional heatingaoithg regions, but in fact
this effect is due to the propagating IGWs that modulate the. fFigures8f and 8h provide
some evidence of these effects. Fig8reis for an(x,z) slice, providing a representation
of the turbulent flow field, as well as suggesting the conthpresence of IGWs above the
valley atmosphere at the end of the simulated period. FiRadehrough8g make clear the
dominance of cooling by the dynamics within the developi&Pg (see Fig.7). Both radi-
ation and dynamics effects appear to be important for theaupwxpansion of CAR The
general existence of relatively small-scale effects altlogeCAR, suggests that the cold-air-
pooling processes cause an interaction between the vallagdathe free atmosphere above,
although the degree of this effect remains unclear.

The minimumR; within the valley atmosphere is3.19 K hr-1, occurring immediately
adjacent to the ground. Generally, the greatest coolirig iis adjacent to the ground, with
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R decreasing steadily with distance from the surface (notveholn comparisonHoch
et al.(2011) found a maximum cooling rate ef1.25 K hr! close to the ground surface.

4 Summary

The purpose of this work was to unravel the physical proseseatrolling cold-air pools

in complex terrain. For this purpose, the WRF numerical redes used to examine the
variation of key cold-air-pooling forcing mechanisms inidealized alpine-valley domain
with a width of order 10 km under decoupled stable conditions

The total average valley-atmosphere cooling results frazoraplex balance/interplay
between radiation and dynamics effects. There are thrdg éistinct regimes in the evo-
lution of cold-air-pooling processes. Starting about 1 &fobe sunset, there is an initial
30-min period when the downslope flows are initiated andJeag radiation almost com-
pletely dominates the cooling. A period of instability fal's, when there is a competition
between radiation and dynamics effects, lasting some 90rmally, there is a gradual re-
duction of the contribution of radiative cooling to totaleamge valley-atmosphere cooling,
(R /R),a from 75 % to a final contribution of 37 %. The maximum cold4adol inten-
sity corresponds to the time when cooling by radiation effés at a minimum, within the
period of instability. The initial heating effect by the dymics and the subsequent time it
takes for the dynamics effects to cool the valley atmosphegether with broadly simi-
lar rates of cooling from radiation and dynamics, once the fil® established, results in
(B8 /DB, < (BB /AB) o

Further work is needed to investigate further the gengralitthis result, for exam-
ple, by varying the initial conditions. The simulation aage is approximately 64 % for
(A8, /AB),,, and 56 % for the period of gradual decline. For the latteetperiod,Hoch
et al. (2011 found a value of about 30 % fdi\ 6,,,/A6,),,. One possible explanation of
the difference is the overestimation of radiative heat lmsshe one-dimensional radiative
transfer scheme used for this work, even though the effdadfferent terrain geometries
and initial conditions considered by the two studies carbeatuled out.

Some of the intricacies of the valley mixing have been reagarhere are places where
the dynamics dominate the cooling and radiation effectsraner.

Internal gravity waves have been identified in and above éflewatmosphere. An anal-
ysis of w' complements the work d€hemel et al(2009 andLargeron et al(2013. It has
been found that88 < (' /N),,~ (w'),,/(N),, < 0.92 for —2.25<x < 2.25km, 25< z<
3.5 km a.s.l., and B0 < (w'/N),, ~ ('),,/(N),, < 0.835 for—3.75 < x < 3.75 km, with
the same range. The difference is caused by lower values)ohbove the top of the valley
slopes, associated with a tilting of the wave vector towéndgyround as the waves approach
the plateaus, also apparent in the streamlines. The ragimease with, asN increases, in
agreement with the findings afrgeron et al(2013.

Appendix

It is clear that(R), satisfies the Dirichlet conditions, and so a Fourier seriéiscanverge
to the signal. A fast Fourier transform (FFT) of forgg, = 1/N, 2?261 fne2@O/Np - with
w=0,...,Np—1, was applied tdR),;, taken half-way along, aftert = 60 min, wherew

is the discrete set of angular frequencies, Aigdhe number of points in the discrete time
seriesf,,. Figure9a reveals that the harmonic withclose to 001 rad s, a period close to
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Fig. 9 Spectrum of the time series, after 60 min, of(a) (R),s and(b) (Ry),, taken half-way along, where
the vertical dotted lines mark the frequencies with thedatgmplitude in the spectrum (see text for details).

10.48 min (see Figda), dominated the signal, with|8,|> = S((R),s) = 4.01 1012 K2, The
zero frequency, the signal mean, was removed, as was tharferdal frequency, which is
statistically not well defined and otherwise dominated tigea. The FFT normalizegy,

by Np, in order that Parseval’s theorem applies, that is, in disciorm, ¥Np 22‘281 | a]? =

Z";Ol |gw|2, where the total energy of the signal is the same in both tileared phase-space

domains. For a real signgZ":})l \gw\z = 22‘;;/5*12 |gw|2. An in-depth spectral analysis is
beyond the scope of this work, however, it is reasonabledoethat the dominant peak,
found above, is the signature of internal gravity waves (K3Wt was confirmed that the

oscillations in(R),  are caused by the dynamics and not radiative processesegse8.$.9).

All points in the d6,/0t field within 100 m of the sloping valley sidewalls were then
removed and),; was applied to the resulting field, in the same way as(&#,/dt),.,
which provided a time series, denoted {#%),, free from any signature of an oscillating
downslope flow. Figur®b displays the above FFT applied {B»),, which, when com-
pared to Fig9a, shows that the oscillations {fR), are likely the result of IGWs propagat-
ing through the stable valley atmospherargeron et al(2013 demonstrated that it is the
unstable and/or oscillatory downslope flow that initiates tGWSs. Further investigation,
using the dominant frequency identified above, denotedop%vs, wherew’ denotes the
frequency with the largest amplitude in the spectrum of a&tsaries, considering all times
aftert = 60 min, is difficult since(Ry),, does not provide an accurate representation of the
wave field (not shown). The problem is due to the averagingatijos rather than the chosen
proxy variable, which is representative of the wave fielddositions above 200 m from the
terrain surface (see Fig0). The symmetry of the terrain and initial conditions makies t
model output qualitatively symmetric about the valley axisd therefore only the western
side of the valley atmosphere is presented to make cleareatyres of interest.

An initial analysis ofw’ across anx,z) slice taken half-way along (see Fig.10a)
indicates that the wave field within the valley atmospheneois-uniform. The reasons be-
hind this heterogeneity have not been fully quantified, lméns likely to include wave-
wave interactionsl@rgeron et al. 2013 which strictly precludes the use of IGW linear
theory in this region, as well as the use of a single reprasigatw’ for the valley atmo-
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Fig. 10 Contour plots o’ (in rad s'1), the frequency with the largest amplitude in the spectriith@time
series, aftet = 60 min, of(a) d6,/dt and(b) w, across arfx, z) slice taken half-way along.

sphere.«/, as defined above, is not required to be a clearly dominaguémcy, and an
initial analysis indicates that the dominance wf is less clear wherever there is a rela-
tively large and rapid spatial change st (not shown). It is interesting that the waves in
the valley atmosphere, above 200 m from the terrain suréaeaestricted to approximately
0.005< w' < 0.014 rad s'. The wave field above = 2.5 km a.s.l. (i.e., 500 m above
the plateaus), and for2.25 < x < 2.25 km (between the slope inflection points), is quasi-
monochromatic (see Fig.0a), which permits the use of a single representaiieJsing a
similar model set-up to that used he@hemel et al(2009 found &’ /Ng = 0.8—-09 at two
locations a few hundred metres above the valley atmospivbiereNp is the Brunt-Vaisala
frequency at = 0. The sensitivity study byargeron et al(2013 extended the work by
Chemel et al(2009 and found 08 < (w'),/No < 0.9 for a similar location above the valley
atmosphere, Whel’@y indicates an average acrgsd hese results were found to correspond
to IGWs radiated by any turbulent field with no dominant freqcy component. For the
model set-up used hend,is near-constant in space abové Rm a.s.l., for the full simulated
period (not shown), resulting in&8 < (w'/N),, ~ (o'),,/(N),, < 0.92, with the ratio de-
creasing wittt asN increases slightly. The averages were made acr@s2b < x < 2.25 km,
25<2z2< 35 km a.s.l.,, where the upperimit was chosen to lie well below the Rayleigh
damping layer at 8 km a.sllargeron et al(2013 also found the ratio to generally decrease
with increasing\. Extending thex range to include the regions of lower above the top of
each slope, with-3.75 < x < 3.75 km, gives B0 < («w'/N),, ~ («'),,/(N),, < 0.835. The
two ranges of(w’/N),, correspond reasonably well with those reporteddhemel et al.
(2009 andLargeron et al(2013.
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