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Abstract. Most computational models of gender classification use global in-
formation (the full face image) giving equal weight to the whole face area irre-
spective of the importance of the internal features. Here we use a two-way rep-
resentation of face images that includes both global and featural information. 
We use dimensionality reduction techniques and a support vector machine clas-
sifier and show that this method performs better than either global or feature 
based representations alone.  

1   Introduction 

Most computational models of gender classification use whole face images, giving 
equal weight to all areas of the face, irrespective of the importance of internal features 
for this task. In this paper we evaluate the importance of global and local features 
based on experimentation. Global processing largely deals with coarse information 
like shape and configuration of internal features, while featural processing involves 
more detailed representation (e.g. eyes, mouth etc). We use these two representations 
and use a Support Vector Machine (SVM) classifier for gender classification. As the 
face images data have a very high dimensionality, we also use dimensionality reduc-
tion techniques before classification.  
The remainder of the paper is organised as follows. Related work is discussed in the 
next Section. Section 3 discusses the methodology used for this study. Section 4 dis-
cusses the experimental results. We conclude with some discussion in Section 5. 

2   Related work 

The gender classification problem has attracted researchers from the fields of Psy-
chology and Computer Science. While the research in Psychology [1], [2], [3] is in the 
context of human vision and identifying differing features in males and females, the 
Computer Science research [4], [5], [6], [7], [8] is mostly from the perspective of face 
recognition. The computational models range from using pixel-based information to 
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representations obtained from geometric measurements. Studies also vary as in the 
size of training sets used and in the type of features present or absent (for example, 
some studies use hair information while others do not). Nevertheless, most models, 
specifically the pixel-based, use whole face images, where all features carry equal 
weight. These can be termed as global models. 

3   Methodology 

We use a two way representation of face images which embodies both global and 
featural information. From a 128 × 128 face image three sub-images are obtained as 
illustrated in Fig.1. A 32 × 64 pixel strip pertaining to the eyes region, taking the mid-
point between the two eyes as a reference point, and a 32 × 64 pixel strip pertaining to 
the mouth region, taking midpoint of the mouth as a reference point are extracted from 
each face image. These sub-images account for the featural information. The third 
sub-image is a 64 × 64 reduced resolution version of the original image and this repre-
sents global information. A similar type of face representation was also used by 
Luckman et al [9] for their computational model of familiar face recognition. 

 

 

Fig. 1. Three sub-images are obtained from the original 128 × 128 image. A 32 × 64 image 
pertaining to the eye region and a 32 × 64 image pertaining to the mouth region are extracted 
from the original image. The third sub-image is a 64 × 64 reduced resolution version of the 
original image. 

As the face images data have a very high dimensionality and due to “curse of dimen-
sionality” [10], we apply dimensionality reduction techniques before applying an 
SVM for classification.  
Principal Component Analysis (PCA) [11] is a popular dimensionality reduction tech-
nique and linearly transforms a D dimensional dataset X to a d dimensional dataset Y, 
without significant loss of information, where d ≤ D.  
Self Organising Map (SOM) [12] is a nonlinear method and learns a mapping from a 
D dimensional input space X to a d dimensional output space Y by using principles of 
Vector Quantization and Topological Mapping.  



Curvilinear Component Analysis (CCA) [13], a recent technique, has the ability to 
reduce the dimensionality of strongly-nonlinear data. The output is a free space which 
takes the shape of the submanifold of the data. CCA minimizes the following error 
function: 
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Where X
jid ,  and Y

jid ,  are the Euclidean distances between points i and j in the input 

space X and output space Y respectively. ( )Y
jidF ,λ  is the neighbourhood function. The 

idea of CCA is to match distances in the input and output spaces. However, preserva-
tion of larger distances may not be possible in the case of nonlinear data, as a global 
unfolding of the manifold is required to reduce the dimension. In this case, it is impor-
tant that at least local (smaller) distances should be preserved. For this reason CCA 
uses the neighbourhood function which ensures the condition of distance matching is 
satisfied for smaller distances while it is relaxed for larger distances. For details of the 
update rule, the reader is referred to [13]. 
The classification is performed using an SVM. The SVM [14] is a recently developed 
learning method, for pattern classification and regression. The basic idea of the SVM 
is to find the optimal hyperplane that has the maximal margin of separation between 
the classes, while having minimum classification errors. 
Given a set of examples and their labels {(x1, y1),(x2, y2) ,…, (xN, yN)}  where  
yi ∈{-1,1}, the optimal hyperplane is given as: 
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Constructing the optimal hyperplane is equivalent to finding αi with nonzero values. 
The examples corresponding to the nonzero αi are called support vectors. K(x, xi) is a 
kernel function, which implicitly maps the example data points into a high dimen-
sional feature space, and takes inner product in that feature space. The potential bene-
fit of a kernel function is that the data is more likely to be linearly separable in the 
high dimensional feature space, and also the actual mapping to the higher-dimensional 
space is never needed. We used an RBF kernel in our experiments.  

4   Experiments 

Experiments are carried out using 400 frontal face (200 females and 200 males) grey 
scale images. The faces are from the following databases: FERET [15], AR [16], and 
BioId [17]. Three sub-images, as explained in the previous Section, are extracted for 
each of the 400 faces. Histogram equalization is then applied on all three sub-images 



to normalize for different lighting conditions. We use five-fold cross validation, with 
320 faces (160 females and 160 males) for each training set and 80 faces (40 females 
and 40 males) for each test set, and report average classification rates using a SVM 
classifier, with RBF kernel. Before applying classification, dimensionality reduction 
techniques discussed in Section 3 are applied on the sub-images data. For PCA reduc-
tion we use the first few principal components, which account for 95% of the total 
variance of the data, and project the data onto these principal components. As CCA 
has the ability to reduce the dimensionality of strongly-nonlinear data, we use an In-
trinsic Dimension1 estimation technique, the Correlation Dimension [18] and reduce 
the data dimension to this Intrinsic Dimension. For SOM reduction, the subspace 
dimensionality is chosen as 64 (8 × 8 output grid) for the whole face and 36 (6 × 6 
output grid) for eyes and mouth sub-images. 
First we present classification results on the sub-images data. As shown in Table 1, all 
three sub-images produced high classification rates, indicating a surprisingly high 
amount of gender information in each of them. The figures in the parentheses indicate 
the subspace dimensionality. Classification is performed on the composite data, ob-
tained by combining the data from the three sub-images. It can be seen from Table 2 
that PCA performed marginally better than CCA and SOM. However, CCA uses far 
fewer variables (70) than PCA (759). For a comparison, we also report the classifica-
tion rates of the data of the original 128 × 128 faces. It can be seen from Table 2 that 
the composite data, which includes both global and featural information, performed 
significantly better than the purely global model. It can be seen from Fig.2. that the 
composite data outperformed all other data representations. 

Table 1. Average classification rates of the sub-images by SVM classifier. Figures in the paren-
theses are the number of variables obtained after dimensionality reduction 

Feature 
 

PCA CCA SOM 

Eyes 85.5%   (250) 82.75% (22) 80.25% (36) 
Mouth 81.25% (253) 81.55% (22) 80.25% (36) 
Full Face  87.5%   (256) 87%      (26) 83.25% (64) 

Table 2. Classification rates of the composite image and original image data by SVM classifier. 
Figures in the parentheses are the number of variables obtained after dimensionality reduction 

Feature 
 

PCA CCA SOM 

Composite 92.25% (759) 91.5% (70) 89.75% (136) 
Original Full Face 86.5%   (253) 85.5% (26) 83.25% (64) 

                                                           
1 Due to correlations, linear and nonlinear, a D dimensional data may actually lie in a d dimen-

sional space. This true dimension d is called Intrinsic Dimension, where d ≤D. As PCA ac-
counts only linear correlations, it is unable to reduce the data dimension to its intrinsic di-
mension, when the correlations are nonlinear. 
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Fig. 2. Average classification rates on different features. 

5   Discussion and Conclusion 

Hair, especially for females, forms a major part of the image and has a dominating 
affect on the classification. Many males with long hair and females with short hair 
were misclassified when the original full face images are used. The global and feature 
based model largely solved this problem, by reducing the affect of misleading hair-
styles, while not removing important hair information. Fig.3. shows examples of indi-
vidual faces that are misclassified when the original full face images are used and 
classified correctly by the global and feature based model. 

 

 

Fig. 3. Examples of the faces that are misclassified due to hair style of the individuals. 

The global and feature based model for gender classification presented here performs 
significantly better than the global and featural models individually. This model al-
lows inspection of facial data at various component levels and the results presented 
suggest that all components carry high levels of gender information. We believe that 
this type of representation also acts as a weighting factor of information, where highly 
variable discriminatory information (like hair) alone does not affect classification. 
We also investigated three dimensionality reduction techniques. The Performance of 
CCA, a nonlinear technique, is comparable to PCA, while it uses far fewer variables 
than PCA. 
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