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Abstract: Associative memories with recurrent connectivity can be built from networks of 
perceptrons and trained using the perceptron learning rule.  Recent work has shown how a 
perceptron can be diluted, so that incoming connections are removed to produce an optimal 
perceptron.  Such a perceptron classifies its training set with optimal margin and minimal 
connectivity.  Here this technique is applied to perceptrons in associative memory networks.  The 
main result shows that, by using these dilution methods, effective associative memories can be built 
with very sparse connectivity. 
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1. Introduction 

It has long been known that the performance of an associative memory based on the Hopfield 
model can be significantly improved by substituting perceptron learning for one-shot Hebbian 
learning [1, 2].  Interest in models of this type has been renewed recently, particularly where the 
connectivity is sparse: so called dilute models [3-5].  Alongside this, there has been some interest 
in finding optimal dilution strategies for feed-forward networks of perceptrons [6-8].   In this paper 
we examine whether some of the suggestions for optimal dilution of perceptrons can also be 
effectively applied to associative memories.  Our main result shows that, by using these dilution 
methods, effective associative memories can be built with very sparse connectivity. 

2. The Associative Memory Model 

In this work we use a sparsely-connected high-performance variant of the canonical Hopfield 
model.  We start with a set of fully-interconnected threshold logic units (each unit receives inputs 
from every other unit, but no self-connections are allowed).  We convert this to a sparsely-
connected network by removing a proportion of the connections with no attempt to maintain 
symmetry of connectivity. 

The net input, or local field, of a unit, is given by:  
 hi = wijS j
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where Sj (= ±1) is the current state of unit j and 
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wij  is the weight on the connection from unit j to 
unit i (zero if no connection exists). 

The standard update rule is used for calculating the next state of each unit in the network: 
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"  is the Heaviside function.  Units are updated asynchronously in random order. 

Networks are trained using a variant of the perceptron convergence procedure: 
Begin with zero weights 
Repeat until all local fields are correct 

 Set state of network to one of the ! p   

 For each unit, i, in turn: 
 Calculate 
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p.  If this is less than T  
   then change the weights to unit i according to:   
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where ξp denotes one of the training vectors, K the number of incoming connections to each unit 
and T is the learning threshold which here has the value of 10, a value that was established to work 
well in [9].  All weights on removed connections are fixed at zero throughout.  Whilst such a 
trained network will not satisfy the normal requirements for simple dynamics, in practice these 
models perform well [10]. 

3. Performance Measures 

We are interested in how well these networks perform as associative memories.  The capacity of 
such networks is determined by the number of incoming connections (K) that each processing 
element receives.  For random pattern sets a threshold logic unit trained by the perceptron 
convergence procedure can learn up to 2K patterns [11].  Assuming roughly regular connectivity 
graphs (as is the case here) the capacity will be determined by the level of dilution and not the 
specific pattern of connections, and hence is not subject to empirical investigation.  

We have employed two metrics to measure the potential pattern correction performance of these 
networks.  The first is based on the set of normalised stability measures for a trained network [9].  
The normalised stability measure, γi

p of a specific unit i with respect to a specific training pattern ξp 
is given by: 
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where Wi is the incoming weight vector to unit i.  The minimum of all the γi
p (denoted κ) gives a 

measure of the likely attractor performance: 
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This metric gives a good indication of performance in networks with random connectivity [10].  
The size of the attractor basins of the trained patterns can also be estimated using R, the normalised 
mean radius of basins of attraction, defined as: 
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where m0 is the minimum overlap an initial state must have with a fundamental memory for the 
network to converge on that fundamental memory, and m1 is the largest overlap of the initial state 
with the rest of the network’s fundamental memories.  The angled braces denote a double average 
over sets of training patterns (10 used in each case) and initial states. Details of the algorithm used 
can be found in [9].  A value of R = 1 implies perfect performance and a value of R = 0 implies no 
pattern correction. 

4. Optimal Dilution of Perceptrons 

Given a set of bipolar input vectors that can be divided into two linearly separable subsets the 
perceptron convergence procedure can be guaranteed to find a separating hyperplane.  However, 
for a given classification task some of the inputs to the perceptron may be redundant.  The 
optimally diluted perceptron has only the minimal number of incoming connections needed to 
perform the classification [6]. 

The first suggestion of a practical method for finding such a diluted perceptron was made in [7].  
Their method was to first compute the covariance weights (obtained by one-shot Hebbian 
learning), and then remove the smallest of these computed weights.  The resulting network was 
then retrained using the standard perceptron rule.  Another suggestion [8] was to first learn the 



classification with a fully connected perceptron, then to remove the smallest weights and finally to 
retrain the remaining weights. 

As described in Section 2, a recurrent associative memory can be built from threshold logic units 
(which act as classifiers) trained using the perceptron convergence procedure.  So, in this study we 
have examined how effective the two approaches to dilution suggested in [6] and [7] are when 
applied to associative memories constructed from perceptrons. 

5. Dilution Strategies Employed in this Study 

The four methods we use to choose a sparse connectivity matrix are as follows: 

A) Random dilution.  As a base case we examine networks with a random selection of 
connections removed prior to training. 

B) Covariance dilution.  The covariance weights are calculated by one-shot Hebbian learning 
and those with smallest magnitude are then removed. 

C) Perceptron dilution.  The network is fully trained using perceptron learning and the 
connections with smallest magnitude are then removed.  The remaining connections are left 
unchanged. 

D) Perceptron dilution with zeroed weights.  As C) but the weights on those connections 
remaining after dilution are all set to zero. 

In all four cases the network is (re)trained after dilution using perceptron learning as described 
above.  The full dilution process therefore involves a first training phase followed by connection 
removal and finally a second training phase. 

The motivation for investigating both method C and method D is that the weights that are formed 
by the first phase of training may not be appropriate as starting points for the second phase of 
training, given the revised pattern of connectivity. 

6. Training sets 

Throughout this work we employ training sets made up of pseudo-random training vectors.  An 
uncorrelated training set is one in which the patterns are completely random.  Correlation can be 
increased by varying the probability that a given bit in a training pattern is +1 (or –1).  We refer to 
the probability of any bit being +1 in each training vector as the bias, b, on the training set. So: 
∀i,p • prob (!ip = +1) = b,  Thus, a bias of 0.5 corresponds to an uncorrelated training set and a bias 
of 1 corresponds to a completely correlated one (as does a bias of 0). 

We are interested in behaviour at below the saturation point of these networks, so we have confined 
ourselves to training sets containing 10 or 20 patterns.  We have investigated the performance of 
networks trained with both completely random (bias=0.5) and heavily biased (bias=0.9) data, in 
order to see whether statistical bias in the data to be stored in an associative memory is likely to 
affect which dilution strategy is most likely to give optimal results. 

7. Results 

In this study we used 100 unit networks.  In each case connections were chosen for removal 
according to one of the four dilution strategies laid out in Section 5.  Dilution rates varied between 
0 and 0.8, so at the highest rate of dilution 80% of the network connections were removed.  Figure 
1 shows how κ and R vary with dilution in networks trained with 10 patterns, whilst Figure 2 
shows equivalent results for networks trained with 20 patterns.  All results are averages of 10 runs 
at each dilution rate. 



 

 
Figure 1: Effect of dilution on κ (top) and R (bottom) in networks trained with random training sets 

(bias=0.5).  Left: loading = 0.1 (10 patterns).  Right: loading = 0.2 (20 patterns). 

  

  
Figure 2: Effect of dilution on κ (top) and R (bottom) in networks trained with biased training sets (bias=0.9).  

Left: loading = 0.1 (10 patterns).  Right: loading = 0.2 (20 patterns). 



From the perspective of recall performance it is clear that there is little to choose between the three 
principled dilution methods (B,C and D) when the training data are unbiased and, as expected, all 
of them do better than the random method.  However, when we switch to biased training data the 
picture changes, and method B (covariance dilution) performs significantly worse than either C or 
D.  Both κ and R values show the same pattern.  It can also be seen that there is no appreciable 
difference in the performance of networks diluted using methods C and D. 

Whilst pattern correction performance in networks trained with 20 patterns is worse than it is in 
networks trained with 10 patterns across the board, the pattern of results is similar for both loading 
levels. 

Alongside pattern correction performance we also considered the total training time for each 
method.  Figure 3 shows how the four methods compared for networks trained with 20 patterns.  It 
is clear that networks subjected to the random dilution strategy (A) require considerably more 
training than those where dilution is performed using one of the three principled methods.  With 
unbiased data, only at very high dilution rates does the simple covariance dilution strategy (method 
B) give rise to a network that requires substantially more training time than either of the other two 
principled methods.  Once again, the picture changes when biased data are used (so method B takes 
longer than C or D to train the network and the resulting network performs worse than either C or 
D).  By comparison there is little to choose between the other two methods, except that networks 
appear to take longer to re-train under method D than method C for both unbiased and biased data 
at all levels of dilution. 

 

Figure 3: Number of passes through the training set required to store 20 patterns. 
Left: training set bias = 0.5.  Right: training set bias = 0.9. 

8. Discussion 

The results of the investigation reported here can be summarized as follows: 

• A smallest-weight removal policy is much better than a random removal policy. 

• The simplest principled dilution method (covariance dilution) is effective when the patterns 
to be stored are unbiased, but poor when the training set is highly biased. 

• Perceptron dilution with zeroed weights is inferior to simple perceptron dilution: the zeroing 
of weights adds an extra step to the process, and may significantly increase re-training times, 
without improving the performance of the network. 



Taken together these points suggest a way forward for those in search of an appropriate connection 
topology for a parsimonious associative memory. 

A good method to find a near-optimal connection topology is to use the perceptron convergence 
procedure to train the network, then remove those connections that have weights of the smallest 
magnitude, then re-train the resulting network.  At the loadings used here a large proportion of the 
weights can be removed before the performance of the network becomes significantly degraded, 
even where the data are highly biased.  In fact networks trained with biased data may safely be 
diluted to a greater degree than those trained with unbiased data.  Whilst this result is, on the face 
of it, counter-intuitive, it is very probably a direct result of the fact that a perceptron-trained 
associative memory has a higher maximum capacity when biased data sets are used [9]. 

It should also be noted that, whilst the covariance dilution strategy initially showed some promise 
with unbiased data, it could actually prove disastrous for real-world data sets (which tend to be 
biased).  Not only is the pattern correction performance (as represented by R) poor even at modest 
dilution levels, but κ is negative for heavily diluted networks, indicating that many of the training 
patterns are not even stable states [9]: a fundamental requirement of any associative memory. 

An interesting refinement of the method suggested by the results presented here would be to 
perform the initial training of the network using the perceptron convergence procedure with a 
lower training threshold (e.g. T=1, or even T=0) than we wish to use for the final training phase.  
The lower training threshold would facilitate faster convergence in the initial training phase, the 
purpose of which is to initialize connection weights so that the smallest may be selected for 
deletion from the network.  We will be trying this in the near future. 
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