
 

 

 

  

Abstract—This paper presents the results of video based 

Human Robot Interaction (HRI) trials which investigated 

people’s perceptions of different robot appearances and 

associated attention seeking features and behaviors displayed 

by the robot. The methodological approach highlights the 

‘holistic’ and embodied nature of robot appearance and 

behavior. Results show that people tend to rate a particular 

behavior less favorably when the behavior is not consistent with 

the robot’s appearance.  It is shown how participants’ ratings 

of robot dynamic appearance are influenced by the robot’s 

behavior.  Relating participants’ dynamic appearance ratings of 

individual robots to independently rated static appearance 

provides support for the left hand side of Mori’s proposed 

“uncanny valley” diagram. We exemplify how to rate individual 

elements of a particular robot’s behavior and then assess the 

contribution of those elements to the overall perception of the 

robot by people. Suggestions for future work are outlined. 

I. INTRODUCTION 

OST robots that are currently commercially available 

for use in a domestic environment and which possess 

features allowing interaction with humans are generally 

orientated towards toy or entertainment functions. In the 

future, a robot companion which is to find a more generally 

useful place within a human oriented domestic environment 

must satisfy two main criteria [1]: 

1. It must be able to perform a range of useful tasks or 

functions. 

2. It must display socially acceptable behavior. 

The technical challenges in getting a robot to perform 

useful tasks are extremely difficult and many researchers are 

currently researching in the areas of navigation, manipulation, 

vision, speech, sensing, safety, integration, physical planning 

and so on, that will be required to perform useful functions, 

e.g. in a home environment. The second criterion is arguably 

at least as important as the first one, because if the robot 

does not exhibit socially acceptable behavior (e.g. if it is 

annoying, irritating, unsettling or frightening to human users), 
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then people will reject the robot no matter how useful its 

performance. Therefore, it is important to establish how a 

robot can behave in a socially acceptable manner and this is 

the focus of much current research in the area of human- 

robot interactions. An excellent overview of socially 

interactive robots is provided in Fong et al. [2]. Recent 

studies into human reactions to robots include Thrun [3], 

Nakauchi & Simmons [4], Goetz & Kiesler [5], Severinson-

Eklundh et al. [6] and Scopelliti et al. [7].   

It is to be expected that the perception of a robot’s social 

behavior will depend to a large extent on its appearance. It is 

possible to place robots on an anthropomorphic appearance 

scale which varies from mechanical-looking to a human-like 

appearance along the lines suggested by Woods et al. [8] and 

Goetz et al. [9].  Hinds et al. [10] have studied the effect of 

robot appearance on humans carrying out a joint task with a 

robot. Mechanical-looking robots are treated less politely 

than robots with a more human-like appearance. Also, 

humans treat mechanical-looking robots in a subservient way 

(i.e. less socially interactive) compared to more human-

looking robots. Moreover, expectations are lower with 

regard to abilities and reliability for mechanical-looking 

robots.  

Most currently commercially available research robots tend 

to have a somewhat mechanical appearance, though some 

have incorporated various humanoid features such as arms, 

faces, eyes and so on. Some research robots, often referred 

to as androids, are very human-like in appearance, though 

their movements and behavior falls far short of emulating that 

of real humans. Mori [11] proposed that people will be more 

familiar with robots as they exhibit increasingly human-like 

characteristics. However, at a certain point the effect 

becomes repulsive due to robots that on the one hand look 

very similar to humans, but on the other hand whose behavior 

exposes them as being not.  

This effect can be illustrated by means of Mori’s diagram 

(Fig. 1) where the shape of the curves gives rise to the term 

‘uncanny valley’ to describe the repulsive effect. Mori’s 

original proposal claims that the ‘uncanny valley’ effect is a 

feature of inanimate likenesses, but is even more pronounced 

for robots, puppets and automata which actually exhibit 

movement.  Therefore, according to Mori, although robot 

appearance is important with regard to familiarity and social 

acceptance, the actual quality and content of a robot’s 

movements are even more important.  Mori argued that robot 
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appearance and behavior must be consistent with each other. 

At the extreme of high fidelity appearance, even slight 

inconsistencies in behavior can have a powerful unsettling 

effect. Many roboticists, such as Ferber [12], argue that there 

is conflicting evidence for the right hand side of Mori’s 

“Uncanny Valley” diagram and research continues into the 

area of human-like robots or androids. For example, Minato 

et al. [13] have built an android robot in order to study how 

humans interact with robots which have a very human-like 

appearance.  Inspired by Mori’s [11] observations on the 

‘uncanny valley’, both Goetz et al. [9] and Minato et al. [13] 

have proposed that if a particular robot’s appearance and 

behavior were consistent and more humanlike, but not to the 

extent that the ‘uncanny valley’ was reached, it would be 

more acceptable and effective at interacting with people (cf. 

MacDorman [14], Woods et al. [8]).  

 
 
Fig. 1.  Mori’s uncanny valley diagram (simplified and translated by K. F. 

MacDorman – GFDL). 

 

Research has shown that humans do indeed respond to 

certain social characteristics, features or behaviors exhibited 

by computers and non-human-like robots (Breazeal [15], 

Kanda et al. [16], and Okuno et al. [17]). Or perhaps they 

react socially to certain characteristics of computers and non-

human-like robots (as they do to their cars and any other 

contraption for that matter)? In other words, the social 

attitude is due to human’s attributing tendency rather than to 

anything “social” in the design of artifacts. Reeves and Nass 

[18] provided evidence that in interaction with computer 

technology, people exhibit aspects of social behavior towards 

computers.  A study by Friedman et al. [19] has shown that 

while people in many ways view an Aibo robot like a dog, 

they do not treat and view it in precisely the same way as a 

real, living dog (e.g. with regard to moral standing).  Thus, as 

long as robots can still be distinguished from biological 

organisms, which may be the case for a long time to come, it 

is unlikely that people will react socially to robots in exactly 

the same ways as they might react to other humans or other 

living creatures in comparable contexts (Norman [20], Dryer 

[21], Khan [22], Dautenhahn [23], and Dautenhahn et al. 

[24]).  Related to the above issues, the present study 

addressed two main research questions: 

1) What is the importance of consistency between robot 

appearance and behavior for less human-looking robots? 

2) Would people prefer more human-like appearance 

and behavior in robots that they interact with?   

The context chosen for the study and associated HRI trials 

was that of a domestic robot attracting a human’s attention 

using a combination of visual and audible cues. Typically, 

when carrying out a study of this type the various features 

involved (in this case appearance, sounds, flashing lights and 

manipulator gestures) would be isolated into a number of 

separate conditions and a series of tests performed with the 

various permutations of conditions in order to achieve 

statistically valid results. However, it is not possible to 

perform this type of study using robots since the various 

features of a robot (e.g. appearance, manipulator type, head 

type, speech or sounds etc.) cannot be isolated from each 

other. For example, only a robot with a human-like arm will 

physically be able to perform human-like gestures. Also, each 

particular robot (e.g. a ‘humanoid-looking robot’ or a 

“mechanical-looking robot’) has an overall appearance which 

is different than the sum of its individual parts. If any one part 

or behavior is changed, effectively this will create a different 

robot.  If individual robot component parts and behaviors 

were examined in isolation (even in cases where this were 

possible, e.g. varying a robot’s speech), the concept of a 

‘robot’ would be lost. It is therefore not advisable to consider 

any one aspect of a robot (such as a particular gesture, 

speech quality, sound or any other parts or behavior) in 

isolation from the rest of the component parts and behaviors 

which together make up the complete robot.  

II. METHOD AND PROCEDURE 

Previously, studies of this type have employed live human-

robot experiments in which humans and real robots typically 

interact in various relatively controlled scenarios [25][26].  

These live HRI trials are generally complicated and expensive 

to run and usually test a relatively small sample of possible 

users.  The methodology chosen was adapted from that 

employed in previous work. In these studies, the results 

obtained from participants who view a video recording of 

another person participating in interactions with a robot, are 

comparable to those obtained from participants in live 

interactions. For full details see Woods et al. [27] and Woods 

et al. [28] where results justify our choice of video-based 

trials in this study.  

Applied to the present study, the method consisted of 

creating three video recordings which were edited to provide 

a video movie of exactly the same scenario, but each using a 

different robot.  The three robots (Fig. 2) were designed by 

the research team. The robots’ static appearances (from 

photographs) were rated on an appearance scale by a panel 

comprised of 26 researchers from various disciplines 
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including physics, computer science, astronomy and various 

administrative staff at the University. Fig. 3 shows the mean 

ratings for each robot, the corresponding standard errors and 

the 95% confidence interval bands. The scale ranged from 

very mechanical-looking (1) to very human-looking (20). A 

Friedman non-parametric ANOVA rated the results as highly 

significant (Chi Sqr. (N = 27, df = 2) = 44.78431 p < 

.00001). In most cases, the ranking order of the robots was 

the same and the three robots were labeled according to their 

mean rate values for static appearance: Mechanical (mean = 

3.67), Basic (mean = 6.63) and Humanoid (mean = 12.22). 

Note that these names are simply used as labels to distinguish 

the three robots from each other, as none actually looked 

particularly human-like in appearance.  

 

The Three Robots.

Humanoid Robot  

Appearance

Human- like arm

Human voice 

Detailed head

Mechanical Robot 

Appearance 

Simple gripper 

Beep 

Camera Head 

Basic Robot  

Appearance 

Simple arm 

Mechanical voice 

Simple head  
 

Fig. 2.  The three robots used for the video based trials 

 

The robots’ static appearance (as judged from 

photographs) is not the same as the robots’ appearance 

experienced by the participants in the HRI trial. The robots in 

the trial videos were moving and the perceived robot 

appearance could therefore be considered to be dynamic 

appearance (that is, including the behavior of the robot). 

Thus, dynamic appearance rating is effectively an assessment 

of the robot as a whole; including not just the robot’s static 

appearance but also includes any movements or other robot 

behaviors and expressions observed. 

For creating the videos of the three scenarios, each robot 

displayed a repertoire of attention seeking cues and behaviors 

corresponding to their respective robot features. Three 

different attention-seeking mechanisms were used: 

manipulator movement, lights, and sound. The manipulators 

differed between the three robots: The Mechanical-looking 

robot was fitted with a simple one Degree of Freedom (DoF) 

gripper which was able to move up or down only. The Basic 

robot had a simple (one DoF) arm fitted with a compound 

movement which allowed the robot to lift the arm and make a 

pointing gesture. The Humanoid was fitted with two arms 

each of  seven DoF and was able to make a more human-like 

waving gesture. Note that it is impossible for either the lifting 

or pointing arms to make a waving gesture, and conversely, 

the human-like arms could not easily make a simple lifting or 

pointing gesture comparable to the actuators of the two other 

robots. 

 
Fig. 3.  Panel ratings of the robot static appearances on the mechanical-

human appearance scale. 

 

In addition to the movement of the manipulator, visual 

cues were used as attention-attracting mechanisms: The 

Mechanical-looking robot was equipped with a pan and tilt 

camera unit, fitted with a single flashing light. The Basic 

robot had a simple head with two flashing lights in place of 

eyes, and the Humanoid robot had multiple flashing lights in 

the place of mouth and eyes. Each robot also provided a 

sound. In the case of the Mechanical-looking robot, a series 

of two beeps was used. The Basic robot used a poor quality 

synthesized voice. A high quality recorded human voice was 

used for the Humanoid Robot. For both synthesized and 

human voice, the speech content was identical and consisted 

of the phrase “There is someone at the door.”  These various 

attributes to be tested for each of the three robots were 

therefore categorized as: (dynamic) appearance, gesture, light 

signal, and sound signal. 

It should be noted that the appearance and (attention-

seeking) behavior of the robots could not be studied 

independently in different conditions due to the embodied 

nature of the robots. For example, if a robot with ‘humanoid 

appearance’ speaks with a mechanical voice then it violates 

the consistency of appearance and behavior: it will no longer 

be the ‘humanoid’ robot that people are judging, but 

‘something else’. This ‘holistic’ nature of dynamic robot 

appearance does not allow a clear decomposition of different 

robot appearance and behavior features, an approach actually 

required to perform valid statistical analyses on the different 

independent features. This exemplifies one of the many 

methodological challenges that human-robot interaction 

researchers are faced with.  

At the beginning of each trial an introduction video was 

shown to the participants that included background 

information about the work of the research group, the 

purpose of the current trial and detailed instructions for 

participating in the experiment. As these instructions were 

 Mean  
 Mean±SE  
 Mean±0.95  
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recorded, consistency in administering the tests was 

enhanced.  An experiment supervisor was on hand to answer 

any further questions and to repeat the instructions if 

necessary. After the introductory video was played, the main 

trial videos were shown to the participants. The trial videos 

followed the same scenario which consisted of the following 

sequence of scenes: 

 

   
      a)                   b) 

    
            c) 

    
            d) 

   
            e) 

  
           f)  

Fig. 4.  Still photographs captured from the video based HRI trial videos. 

 

1) A person is shown who is relaxing on a sofa in the living 

room and listening to load music. (Fig. 4a)  

2) A visitor approaches the front door and rings the 

doorbell. (Fig. 4b) 

3) The robot (Mechanical, Basic or Humanoid for each of 

the three videos) responds to the doorbell, and then acts as if 

it had assumed that the human has not heard it. (Fig. 4c) 

4) The robot enters the living room and approaches the 

human. This part of the scenario was shown as viewed from 

the position of a third party. (Fig. 4d) 

5) The video then switches to the viewpoint of the human 

(on the sofa), looking directly at the robot. The robot then 

performs its respective attention seeking behaviors to indicate 

that a human response is required: light signal, gesture and 

sound signal. (Fig. 4e) 

6) The human is then seen following the robot out of the 

room, and then opening the door for his visitor. (Fig. 4f) 

The videos were taken in the University of Hertfordshire 

Robot House, a naturalistic home environment for Human-

Robot interaction trials [1][28]. 

 

The three videos were shown to a total of 79 

undergraduate students, in three separate group sessions 

ranging in size from 20 – 30 individuals at a time. The 

participants filled in the questionnaires individually. 

Generally, in order to reduce social facilitation effects [29], 

the group sessions did not involve any discussion of the main 

trial videos and how participants rated the different robots. 

The participants signed consent forms, provided basic 

demographic details including, background, gender, 

handedness and age, before they were exposed to the 

introductory video.  They were then shown the three main 

trial videos, each group in a different order, of a robot 

attracting attention from a person – featuring the Mechanical, 

Basic and Humanoid robots. After the three videos were 

displayed, a slide showing the three robots (Fig. 2) with their  

names and features was projected on the main screen as an 

aid to participants’ memory as to the identity of the robots in 

the videos. The participants were then asked to fill in a 

questionnaire in order to collect their opinions and 

preferences towards the three robots and the various 

attention seeking behaviors. Details of the relevant questions 

from the questionnaire are provided below in the Results and 

Analyses section. For each session, the three robot scenario 

videos were presented in a different order. As there were 

only three group video sessions, not all possible permutations 

of video presentation order could be covered.  

III. TRIAL RESULTS AND ANALYSIS 

For reasons discussed previously, it was not possible to 

fully isolate and cross combine the various appearance and 

attention seeking behaviors as the robot features tested were 

not truly independent. For analysis purposes, it was assumed 

that dynamic robot appearance would be closest to an 

independent variable.  The other attention seeking behaviors 

would then be perceived by the human test participants as 

either being consistent or inconsistent with the overall 

dynamic appearance of each robot.  To measure this, each 

participant provided a set of ratings on a Likert scale (1 = 

Dislike a Lot, 3 = Neutral, 5 = Like a Lot) for their 

preference for each robot’s (dynamic) appearance, light 

signal, sound signal and gesture behavior. For example the 

Mechanical-looking robot exhibited a single flashing light, a 

beep sound and a simple lifting gripper gesture. Participants 

rated their preference for dynamic appearance and these three 

attention seeking behaviors for the Mechanical robot. In the 

same way the preference ratings for the twin flashing lights, 

the low quality synthesized voice and the pointing arm 
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gesture were obtained for the Basic robot. The multiple 

flashing eye and mouth lights, the high quality (recorded) 

human voice and the waving arm gesture were likewise rated 

for the Humanoid robot.  Friedman non-parametric ANOVA 

for repeated measurements were performed on all the 

participant’s ratings.  

A. Robot Appearance Ratings 

Highly significant differences were found for the dynamic 

appearance scores (Chi Sqr = 33.10425, N=76, DoF=2, p< 

.000001).  The mean results are illustrated below (Figure 5), 

along with a visual indication of standard error and 95% 

confidence interval bands. In general, the participant’s ratings 

of robot dynamic appearance indicated that they preferred the 

Humanoid robot overall, followed by the Basic robot and 

finally the Mechanical-looking robot. 

 

 
Fig. 5.  Participants’ mean appearance ratings for the three robots. 

B. Robot Attention Seeking Behaviors 

The three sets of attention seeking behavior employed by 

the three robots were not truly independent from each other, 

or from the respective robots’ appearances. However, as 

argued previously, the different dynamic appearances of the 

three robots can be considered to encapsulate the main 

overall impression of an individual robot by each trial 

participant. We therefore used the robot’s (dynamic) 

appearance rating as a base line for gauging the contribution 

of each of the individual attention seeking behaviors. For this 

purpose the line marking the best linear fit of the mean 

appearance preference ratings was drawn (see Fig. 5). (Note 

that this line only acts as a visual guide to allow easy 

comparison with the other attention seeking behaviors. 

Because the order of the three robot types along the 

horizontal axis is at most ordinal, no conclusions should be 

drawn about the shape of this line per se.)  

 

 
Fig. 6.  Ratings of the robots’ gestures. 

 
Fig. 7.  Ratings of the robots’ light signals. 

 

  

 
Fig. 8.  Ratings of the robots’ sounds. 

 

It can be seen that when compared to the means obtained 

from the overall appearance ratings, the Humanoid robot’s 

waving gesture is rated similar to the same mean value as 

dynamic appearance. For the other two robots, the mean for 

the lifting gripper gesture is rated better than the overall 

Sound Ratings1 = Dislike a lot, 0 = Neutral, 5 = Like a lot.:  
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 Mean±SE  
 Mean±0.95 Conf. Interval 
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Mechanical robot appearance rating, and the pointing gesture 

is rated less then the Basic robot appearance rating (Fig. 6). 

The differences in rating between the gestures of the three 

robot types were highly significant by the Friedman test (Chi 

Sqr =25.73799, N=76, df=2, p< .000001) 

The differences between the ratings of the light signal and 

sound signal were highly significant.  (Light signal; Chi Sqr = 

.25.74, N=76, df =2, p < .000001. Sound signal; Chi Sqr = 

62.86, N = 77, df =2, p < .000001).(Fig. 7 and Fig. 8)  

For the light signals, the single light of the mechanical 

robot and the two light of the basic robot were better liked 

than their respective appearance ratings. The multiple 

flashing lights on the Humanoid robot, however, were rated 

as less liked than the overall dynamic appearance rating might 

suggest (Fig. 7) 

 

 
Fig. 9.  Robot static appearance ratings vs. robot dynamic appearance 

preferences . 

IV. DISCUSSION AND CONCLUSIONS 

In all the results above, any Likert value below 3 implies 

that a feature or behavior was disliked. Any value above 3 

indicates that a feature was liked  overall. The Basic robots 

attributes were all close to the neutral value of 3, implying 

that overall it was not particularly liked or disliked. The 

Mechanical robot’s attributes consistently fell into the 

category below 3 indicating that overall it was mildly 

disliked.  Other interesting observations are that speech, even 

of poor quality, is liked in contrast to simple beeping sounds 

which are disliked. Overall, it can be seen that the Humanoid 

robot’s appearance and behaviors were all liked to some 

degree. However, the multiple flashing eye and mouth lights 

feature were not liked to the same degree as the rest of the 

Humanoid robot’s attributes and were actually rated as less 

liked overall than the twin flashing lights on the Basic robot. 

The left hand side of Mori’s original diagram (Figure 1) 

illustrates his idea that humans are more approving of robots 

which have more human-like appearance and behavior (up to 

a certain point). It is interesting here to plot the panel ratings 

(from Figure 2), which were purely judging robot static 

appearances (on a mechanical to humanlike looking scale), 

against the actual dynamic appearance ratings of the HRI trial 

participants (Figure 9). In Figure 9 the independent panel’s 

ratings on the mechanical-human appearance scale means 

(range 1 to 20) were divided by 4 in order to show them on 

the same scale as those for the trial participant’s dynamic 

appearance ratings. 

Fig. 9 highlights that the ratings for the robots, for both 

static and dynamic appearance, increase from Mechanical-

looking to Basic to Humanoid robot, thus providing support 

for the left hand side of Mori’s diagram. The fact that 

participants tend to rate dynamic appearance higher than 

static appearance also supports Mori’s view that robot 

behavior is important in shaping humans’ views of robots. 

There are insufficient data points (and it would be 

questionable anyhow because the dynamic appearance ratings 

are based on a Likert scale which is only ordinal) to show if 

the relationship between increasing human-like appearance 

and human approval is actually linear or some other  

functional relationship.  

The labeling of the robot types (Mechanical, Basic, and 

Humanoid) could be open to critique, because it might have 

influenced the judgments of the subjects. However, the 

various attributes of each robot were rated separately by 

participants. That the flashing lights of the “Humanoid” robot 

were not actually liked as much as the overall appearance of 

the robot suggests that participants were not unduly 

influenced by the names used for the three robots. However, 

we do feel that any future trial should avoid the use of 

leading names for the robots to be rated by trial participants. 

These findings have implications for the designers of 

robots which must interact with humans.  Where a robot 

behavior or feature is rated by humans as less liked or 

approved of than a robot’s overall appearance might suggest, 

there will inevitably be a degree of disappointment. This may 

explain why humans become rapidly discontented with toys 

and robots which have a very interesting and 

anthropomorphic visual appearance, but prove to be 

disappointing after actual interaction takes place.  

The number and range of robots tested in our study is not 

large enough to provide statistically hard evidence to support 

the whole of Mori’s diagram. Also, none of the robots had an 

appearance which was human-like enough to trigger the 

uncanny valley effect, so the results obtained here can only be 

taken as evidence to support the left hand side of Mori’s 

diagram. More experiments using finer gradations of robot 

appearances and behavior are required to provide more 

extensive evidence, to give more data sample points and to 

refine the parameters which govern human perception of 

robot appearance and behavior. However, we hope that the 

methods used here and results gained yield useful insights 

into how to calibrate robot appearance and behavior so that 

owners and users of domestic or companion robots in future 

will be less disaffected due to design feature limitations which 

do not live up to their initial expectations. 
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