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(54) METHOD COMPUTER PROGRAM AND SYSTEM FOR FACIAL RECOGNITION

(57) The invention provides a facial recognition
method, computer program and system which receive a
first image containing a face and a second image con-
taining a face, for each image, normalise the first and
second images, select a set of K keypoints of the face of
the first image, determine a texture feature at each key-
point comprising an N-coefficient keypoint texture vector,
process each N-coefficient keypoint texture vector to pro-
duce an M-coefficient keypoint texture vector, where M
is less than N and the M coefficients are determined ac-
cording to their ability to represent the texture of the face
around the keypoint, concatenate the M-coefficient key-
point texture vectors to produce a K by M-coefficient face
texture vector of the face of the first image, and use the
face texture vector of the face of the first image and the
face texture vector of the face of the second image to
calculate a match score and if the match score is greater
than a first, upper, threshold determining that the face of
the first image matches the face of the second image and
if the match score is less than a second, lower, threshold
determining that the face of the first image does not match
the face of the second image.
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Description

Field of the Invention

[0001] The invention relates to a method and system
for facial recognition, particularly, but not exclusively, for
facial recognition from images of identification docu-
ments.

Background to the Invention

[0002] Facial recognition is used in a wide range of
applications, which include access control, identification
systems, surveillance, and identity verification. A partic-
ular application is the role of facial recognition in the au-
thentication of identification documents (IDs), i.e. the
process of analysing an ID in order to prove its legitimacy
or otherwise. Millions of IDs are manually examined by
human operators every day in different businesses and
organisations. There is a growing need for automatic or
semi-automatic methods for authenticating IDs. One
method of automatic electronic validation of IDs uses fa-
cial recognition to compare a scanned image of the face
printed on the ID with the image of the face stored in the
ID’s biometric chip. This validation check aims to reduce
one common technique of forgery of IDs namely image
substitution. Problems exist with this validation method,
for example the presence of watermarks, holograms, re-
flections and other imperfections on the scanned image
presents difficulties in analysis. The invention seeks to
improve facial recognition methods, which can then be
applied to the validation of IDs.

Summary of the Invention

[0003] According to a first aspect of the invention there
is provided a method of facial recognition comprising the
steps of:

(i) receiving a first image containing a face and a
second image containing a face,
(ii) normalising the first and second images,
(iii) selecting a set of K keypoints of the face of the
first image,
(iv) determining a texture feature at each keypoint
comprising an N-coefficient keypoint texture vector,
(v) processing each N-coefficient keypoint texture
vector to produce an M-coefficient keypoint texture
vector, where M is less than N and the M coefficients
are determined according to their ability to represent
the texture of the face around the keypoint,
(vi) concatenating the M-coefficient keypoint texture
vectors to produce a K by M-coefficient face texture
vector of the face of the first image,
(vii) repeating steps (iii) to (vi) for the face of the
second image, and
(viii) using the face texture vector of the face of the
first image and the face texture vector of the face of

the second image to calculate a match score and if
the match score is greater than a first, upper, thresh-
old determining that the face of the first image match-
es the face of the second image and if the match
score is less than a second, lower, threshold deter-
mining that the face of the first image does not match
the face of the second image.

[0004] Normalising the first and second images may
comprise detecting a position of the face of the image.
Detecting a position of the face of the image may com-
prise using a Viola-Jones face detection method.
[0005] Normalising the first and second images may
comprise detection of a plurality of landmarks of the face
of the image. Detection of the landmarks of the face of
the image may comprise using a constrained local neural
field (CLNF) landmark detection method. Detection of
the landmarks of the face of the image may comprise
detecting 68 landmarks.
[0006] Normalising the first and second images may
comprise using eye socket landmarks of the face of the
image to locate positions of pupils of the face, using the
pupil positions to place eyes of the face in a chosen lo-
cation of the image and sizing and cropping the image.
[0007] Normalising the first and second images may
comprise converting intensities of pixels of the images
to greyscale intensities.
[0008] Selecting a set of K keypoints of the face of the
first and second images may comprise choosing a grid
of keypoints which substantially encompasses the face
of the image. The grid may be symmetrical and comprise,
for example any of 8x8 keypoints, 10x10 keypoints,
12x12 keypoints.
[0009] Determining an N-coefficient keypoint texture
vector at each keypoint may comprise establishing an N-
coefficient scale invariant feature transform (SIFT) de-
scriptor at each keypoint.
[0010] Establishing an N-coefficient SIFT descriptor at
each keypoint may comprise:

(i) choosing a X pixel by X pixel region centred
around the keypoint,
(ii) for each pixel computing an intensity vector of the
pixel,
(iii) dividing the X pixel by X pixel region around the
keypoint into Z subregions,
(iv) for each subregion, creating an orientation his-
togram having a bin for each of Y orientations of in-
tensity and populating the orientation histogram us-
ing the intensity gradients of the pixels of the subre-
gion, and
(v) for all of the subregions, concatenating the mag-
nitudes of corresponding bins of the orientation his-
tograms to establish a SIFT descriptor having N = Z
times Y coefficients.

[0011] For example, a 16 pixel by 16 pixel region may
be chosen around the keypoint. The 16 pixel by 16 pixel
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region may be divided into 16 subregions, each having
4 pixels by 4 pixels, and 16 orientation histograms, each
having 8 bins, representing 8 intensity orientations, cre-
ated. The resulting SIFT descriptor would then have N =
16 times 8, i.e. 128, coefficients.
[0012] Establishing the N-coefficient SIFT descriptor
at each keypoint may further comprise using a weighting
function to weight the intensity vector of each pixel. The
weighting function may be a Gaussian weighting func-
tion. A variance of the Gaussian weighting function may
be selected according to the scale of the key point.
Weighting the intensity vectors of the pixels in the region
around the keypoint avoids abrupt changes in the SIFT
descriptor of the keypoint and gives less emphasis to
intensity gradients of pixels located far from the keypoint.
[0013] An N-coefficient SIFT descriptor, which repre-
sents an N-coefficient keypoint texture vector, is calcu-
lated as above for each of the keypoints.
[0014] The SIFT descriptors describe the texture of the
face of the image around each keypoint, and, as the key-
points encompass the face, the SIFT descriptors together
describe the texture across the face of the image. The
SIFT descriptors extract texture feature, or intensity, in-
formation of the image that is more informative than the
information from the raw pixels of the image.
[0015] Processing each N-coefficient keypoint texture
vector to produce an M-coefficient keypoint texture vector
may comprise processing each N-coefficient SIFT de-
scriptor to produce an M-coefficient SIFT descriptor the
M coefficients of the descriptor being determined accord-
ing to their ability to represent the texture of the face
around the keypoint. Processing each N-coefficient SIFT
descriptor may comprise applying a principal component
analysis (PCA) method followed by a linear discriminant
analysis (LDA) method to determine the M coefficients
of the descriptor according to their ability to represent the
texture of the face around the keypoint. The PCA method
and LDA method is applied to each SIFT descriptor in-
dividually.
[0016] The PCA and LDA methods may be trained to
determine coefficients of the descriptor according to their
ability to represent the texture of the face around the key-
point using a training database.
[0017] For example, 128-coefficient SIFT descriptors
are reduced, on average, to 73 coefficients. The reduc-
tion in coefficients will depend on the training database
used to train the PCA and LDA methods.
[0018] Concatenating the M-coefficient keypoint tex-
ture vectors may comprise concatenating the M-coeffi-
cient SIFT descriptors to produce a face texture vector
of the face of the image.
[0019] The above steps are carried for each of the first
and second images to produce a face texture vector of
the face of the first image and a face texture vector of
the face of the second image.
[0020] Using the face texture vector of the face of the
first image and the face texture vector of the face of the
second image to calculate a match score may comprise

using a distance metric to measure the distance between
the face texture vectors and a score normalisation to con-
strain the score to be between 0 and 1.
[0021] The first, upper, threshold may be used to con-
trol a true acceptance rate (TAR) and a false acceptance
rate (FAR) of the facial recognition method. The second,
lower, threshold may be used to control a true rejection
rate (TRR) and a false rejection rate (FRR) of the facial
recognition method. A match score between the upper
and lower thresholds may yield an undetermined result.
Using two thresholds provides a greater degree of control
over the facial recognition rates of the method. The in-
troduction of a second threshold represents a significant
improvement in terms of the applicability of practical face
recognition.
[0022] The method of facial recognition may further
comprise using shape features of the faces of the images.
Shape features are fused with texture features to boost
the performance of the method, as the shape features
are more robust to facial expressions.
[0023] The method of facial recognition may comprise
the steps of:

(i) receiving a first image containing a face and a
second image containing a face,
(ii) normalising the first and second images,
(iii) selecting a set of K keypoints of the face of the
first image,
(iv) determining a texture feature at each keypoint
comprising an N-coefficient keypoint texture vector,
(v) processing each N-coefficient keypoint texture
vector to produce an M-coefficient keypoint texture
vector, where M is less than N and the M coefficients
are determined according to their ability to represent
the texture of the face around the keypoint,
(vi) concatenating the M-coefficient keypoint texture
vectors to produce a K by M-coefficient face texture
vector of the face of the first image,
(vii) selecting a plurality of landmarks of the face of
the first image,
(viii) using landmark locations to calculate a set of R
shape features of the face,
(ix) processing the set of R shape features to produce
a set of T shape features, where T is less than R and
the T shape features are determined according to
their ability to represent the shape of the face,
(x) normalising the K by M-coefficient face texture
vector and the set of T shape features,
(xi) concatenating the K by M-coefficient face texture
vector and the set of T shape features to produce a
multi-coefficient texture/shape vector of the face of
the first image,
(xii) processing the multi-coefficient texture/shape
vector to produce a reduced-coefficient tex-
ture/shape vector, for which coefficients are deter-
mined according to their ability to represent the tex-
ture and shape of the face,
(xiii) repeating steps (iii) to (xii) for the face of the
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second image,
(xiv) using the reduced-coefficient texture/shape
vector of the face of the first image and the reduced-
coefficient texture/shape vector of the face of the
second image to calculate a match score and if the
match score is greater than a first, upper, threshold
determining that the face of the first image matches
the face of the second image and if the match score
is less than a second, lower, threshold determining
that the face of the first image does not match the
face of the second image.

[0024] The selected plurality of landmarks may com-
prise the plurality of landmarks used in the normalisation
of the images in step (ii). Using landmark locations to
calculate the set of R shape features of the face may
comprise calculating relative distances between pairs of
landmark locations. In one embodiment, 68 landmark lo-
cations are used to calculate 2278 landmark distances
i.e. a set of 2278 shape features.
[0025] Processing the set of R shape features to pro-
duce a set of T shape features may comprise applying a
PCA method followed by a LDA method to determine the
T shape features according to their ability to represent
the shape of the face. The PCA and LDA methods may
be trained to determine the T shape features according
to their ability to represent the shape of the face using a
training database. In one embodiment a PCA method
followed by a LDA method is applied that reduces a set
of 2278 shape features to a set of 40 shape features.
The reduction in coefficients will depend on the training
database used to train the PCA and LDA methods.
[0026] Normalising the K by M-coefficient face texture
vector and the set of T shape features may comprise
using a unit L2 -norm method. This puts the texture fea-
tures and the shape features in same range.
[0027] Processing the multi-coefficient texture/shape
vector to produce a reduced-coefficient texture/shape
vector may comprise applying a PCA method followed
by a LDA method to determine coefficients according to
their ability to represent the texture and shape of the face.
The PCA and LDA methods may be trained to determine
coefficients according to their ability to represent the tex-
ture and shape of the face using a training database.
[0028] The method may be applied to a first image and
one second image for verification of the face of the first
image. The method may be applied to a first image and
a plurality of second images for identification of the face
of the first image. The method may be applied to a first
image comprising a scan of a photograph of an ID and
a second image comprising an image stored in the ID.
The face recognition method can be used to match a face
scanned from an ID against the face stored in a biometric
chip of the ID.
[0029] The purpose of this is to aid the automatic de-
tection of forged IDs.
[0030] According to a second aspect of the invention
there is provided a facial recognition computer program,

tangibly embodied on a computer readable medium, the
computer program including instructions for causing a
computer to execute the method of facial recognition ac-
cording to the first aspect of the invention.
[0031] According to a third aspect of the invention there
is provided a facial recognition system comprising:

(i) an image receiver which receives a first image
containing a face and a second image containing a
face,
(ii) a processor which for each of the first and second
images,

normalises the image,
selects a set of K keypoints of the face of the image,
determines a texture feature at each keypoint comprising
an N-coefficient keypoint texture vector,
processes each N-coefficient keypoint texture vector to
produce an M-coefficient keypoint texture vector, where
M is less than N and the M coefficients are determined
according to their ability to represent the texture of the
face around the keypoint, concatenates the M-coefficient
keypoint texture vectors to produce a K by M-coefficient
face texture vector of the face of the image,
uses the face texture vector of the face of the first image
and the face texture vector of the face of the second
image to calculate a match score and if the match score
is greater than a first, upper, threshold determines that
the face of the first image matches the face of the second
image and if the match score is less than a second, lower,
threshold determines that the face of the first image does
not match the face of the second image, and outputs the
determination.

Description of the Invention

[0032] Embodiments of the present invention are here-
in described, by way of example of only, with reference
to the accompanying drawings, in which:

Figure 1 is a schematic representation of a facial
recognition method in accordance with the first as-
pect of the invention, and
Figure 2 is a schematic representation of a facial
recognition system in accordance with the third as-
pect of the invention.

[0033] Referring to Figure 1, the method of facial rec-
ognition comprising the steps of:

(i) receiving a first image containing a face and a
second image containing a face,
(ii) normalising the first and second images,
(iii) selecting a set of K keypoints of the face of the
first image,
(iv) determining a texture feature at each keypoint
comprising an N-coefficient keypoint texture vector,
(v) processing each N-coefficient keypoint texture
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vector to produce an M-coefficient keypoint texture
vector, where M is less than N and the M coefficients
are determined according to their ability to represent
the texture of the face around the keypoint,
(vi) concatenating the M-coefficient keypoint texture
vectors to produce a K by M-coefficient face texture
vector of the face of the first image,
(vii) selecting a plurality of landmarks of the face of
the first image,
(viii) using landmark locations to calculate a set of R
shape features of the face,
(ix) processing the set of R shape features to produce
a set of T shape features, where T is less than R and
the T shape features are determined according to
their ability to represent the shape of the face,
(x) normalising the K by M-coefficient face texture
vector and the set of T shape features,
(xi) concatenating the K by M-coefficient face texture
vector and the set of T shape features to produce a
multi-coefficient texture/shape vector of the face of
the first image,
(xii) processing the multi-coefficient texture/shape
vector to produce a reduced-coefficient tex-
ture/shape vector, for which coefficients are deter-
mined according to their ability to represent the tex-
ture and shape of the face,
(xiii) repeating steps (iii) to (xii) for the face of the
second image,
(xiv) using the reduced-coefficient texture/shape
vector of the face of the first image and the reduced-
coefficient texture/shape vector of the face of the
second image to calculate a match score and if the
match score is greater than a first, upper, threshold
determining that the face of the first image matches
the face of the second image and if the match score
is less than a second, lower, threshold determining
that the face of the first image does not match the
face of the second image.

[0034] Normalising the first and second images first
comprises detecting a position of the face of the image
using a Viola-Jones face detection method and then de-
tecting of 68 landmarks of the face of the image using a
constrained local neural field (CLNF) landmark detection
method. Eye socket landmarks are used to locate posi-
tions of pupils of the face. The pupil positions are then
used to place eyes of the face in a chosen location of the
image, to size the image and to crop an area of the image.
Finally, normalising the first and second images compris-
es converting intensities of pixels of the images to grey-
scale intensities.
[0035] The plurality of K keypoints of the face of the
first and second images are selected by choosing a grid
of keypoints which substantially encompasses the face
of the image. The grid is symmetrical and comprises, in
this embodiment, 8x8 keypoints.
[0036] At each keypoint, an N-coefficient keypoint tex-
ture vector is determined by establishing an N-coefficient

SIFT descriptor at the keypoint.
[0037] Establishing an N-coefficient SIFT descriptor at
each keypoint comprises:

(i) choosing a X pixel by X pixel region centred
around the keypoint,
(ii) for each pixel computing an intensity vector of the
pixel,
(iii) using a Gaussian weighting function to weight
the intensity vector of each pixel,
(iii) dividing the X pixel by X pixel region around the
keypoint into Z subregions,
(iv) for each subregion, creating an orientation his-
togram having a bin for each of Y orientations of in-
tensity and populating the orientation histogram us-
ing the intensity gradients of the pixels of the subre-
gion, and
(v) for all of the subregions, concatenating the mag-
nitudes of corresponding bins of the orientation his-
tograms to establish a SIFT descriptor having N = Z
times Y coefficients.

[0038] In this embodiment, a 16 pixel by 16 pixel region
is chosen around the keypoint. The 16 pixel by 16 pixel
region is divided into 16 subregions, each having 4 pixels
by 4 pixels, and 16 orientation histograms, each having
8 bins representing 8 intensity orientations, created. The
resulting SIFT descriptor has N = 16 times 8, i.e. 128,
coefficients.
[0039] Each N-coefficient SIFT descriptor is then proc-
essed to produce an M-coefficient SIFT descriptor, the
M coefficients of the descriptor being determined accord-
ing to their ability to represent the texture of the face
around the keypoint. Processing each N-coefficient SIFT
descriptor comprises applying a PCA method followed
by a LDA method to determine the M coefficients of the
descriptor according to their ability to represent the tex-
ture of the face around the keypoint. The PCA method
and LDA method is applied to each SIFT descriptor in-
dividually. The PCA and LDA methods are trained to de-
termine coefficients of the descriptor according to their
ability to represent the texture of the face around the key-
point using a training database. In this embodiment, 128-
coefficient SIFT descriptors are reduced, on average, to
73 coefficients.
[0040] The M-coefficient SIFT descriptors are then
concatenated to produce a face texture vector of the face
of the first image.
[0041] Using the landmark locations to calculate the
set of R shape features of the face comprises calculating
relative distances between pairs of landmark locations.
In this embodiment, 68 landmark locations are used to
calculate 2278 landmark distances i.e. a set of 2278
shape features.
[0042] The set of R shape features are then processed
to produce a set of T shape features by applying a PCA
method followed by a LDA method to determine the T
shape features according to their ability to represent the
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shape of the face. The PCA and LDA methods are trained
to determine the T shape features according to their abil-
ity to represent the shape of the face using a training
database. In this embodiment, a PCA method followed
by a LDA method is applied that reduces the set of 2278
shape features to a set of 40 shape features.
[0043] The K by M-coefficient face texture vector and
the set of T shape features are normalised using a unit
L2 -norm method and concatenated to produce a multi-
coefficient texture/shape vector of the face of the first
image. This is processed to produce a reduced-coeffi-
cient texture/shape vector, by applying a PCA method
followed by a LDA method to determine coefficients ac-
cording to their ability to represent the texture and shape
of the face. The PCA and LDA methods are trained to
determine the coefficients according to their ability to rep-
resent the texture and shape of the face using a training
database.
[0044] The above steps are carried out for each of the
first and second images to produce a face texture vector
of the face of the first image and a face texture vector of
the face of the second image and the reduced-coefficient
texture/shape vector of the face of the first image and
the reduced-coefficient texture/shape vector of the face
of the second image are used to calculate a match score.
If the match score is greater than a first, upper, threshold,
the face of the first image matches the face of the second
image and if the match score is less than a second, lower,
threshold, the face of the first image does not match the
face of the second image.
[0045] Referring to Figure 2, a facial recognition sys-
tem 1 is described. This comprises an image receiver 3
and a processor 5.
[0046] The image receiver 3 can comprise any of an
image scanner, an image capture device, such as a cam-
era, a chip reader, such as a radio frequency identification
(RFID) reader. The image receiver 3 may comprise a
camera and an RFID reader in a mobile phone. The im-
age receiver 3 is provided at a location of, or accessible
to, a user of the image recognition system 1.
[0047] In one embodiment of the invention, the image
receiver 3 comprises an image scanner which scans a
first image comprising a photograph of an ID and a chip
reader which reads a second image comprising an image
stored in a chip of the ID.
[0048] The processor 5 can comprise a processor in a
computer. The processor 5 is provided at a location of a
provider of the image recognition system 1. The locations
may be remote from each other and may be wirelessly
connected via the Internet 11.
[0049] The image receiver 3 receives a first image con-
taining a face and a second image containing a face and
passes these to the processor 5. For each of the first and
second images, the processor 5 normalises the image,
selects a set of K keypoints of the face of the image,
determines a texture feature at each keypoint comprising
an N-coefficient keypoint texture vector, processes each
N-coefficient keypoint texture vector to produce an M-

coefficient keypoint texture vector, where M is less than
N and the M coefficients are determined according to
their ability to represent the texture of the face around
the keypoint, concatenates the M-coefficient keypoint
texture vectors to produce a K by M-coefficient face tex-
ture vector of the face of the image, selects a plurality of
landmarks of the face of the first image, uses landmark
locations to calculate a set of R shape features of the
face, processes the set of R shape features to produce
a set of T shape features, where T is less than R and the
T shape features are determined according to their ability
to represent the shape of the face, normalises the K by
M-coefficient face texture vector and the set of T shape
features, concatenates the K by M-coefficient face tex-
ture vector and the set of T shape features to produce a
multi-coefficient texture/shape vector of the face of the
image, processes the multi-coefficient texture/shape
vector to produce a reduced-coefficient texture/shape
vector, for which coefficients are determined according
to their ability to represent the texture and shape of the
face, and uses the reduced-coefficient texture/shape
vector of the face of the first image and the reduced-
coefficient texture/shape vector of the face of the second
image to calculate a match score and if the match score
is greater than a first, upper, threshold determining that
the face of the first image matches the face of the second
image and if the match score is less than a second, lower,
threshold determining that the face of the first image does
not match the face of the second image.

Claims

1. A method of facial recognition comprising the steps
of:

(i) receiving a first image containing a face and
a second image containing a face,
(ii) normalising the first and second images,
(iii) selecting a set of K keypoints of the face of
the first image,
(iv) determining a texture feature at each key-
point comprising an N-coefficient keypoint tex-
ture vector,
(v) processing each N-coefficient keypoint tex-
ture vector to produce an M-coefficient keypoint
texture vector, where M is less than N and the
M coefficients are determined according to their
ability to represent the texture of the face around
the keypoint,
(vi) concatenating the M-coefficient keypoint
texture vectors to produce a K by M-coefficient
face texture vector of the face of the first image,
(vii) repeating steps (iii) to (vi) for the face of the
second image, and
(viii) using the face texture vector of the face of
the first image and the face texture vector of the
face of the second image to calculate a match
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score and if the match score is greater than a
first, upper, threshold determining that the face
of the first image matches the face of the second
image and if the match score is less than a sec-
ond, lower, threshold determining that the face
of the first image does not match the face of the
second image.

2. A method according to claim 1 in which normalising
the first and second images comprises detecting a
position of the face of the image.

3. A method according to any preceding claim in which
normalising the first and second images comprises
detection of a plurality of landmarks of the face of
the image.

4. A method according to any preceding claim in which
normalising the first and second images comprises
using eye socket landmarks of the face of the image
to locate positions of pupils of the face, using the
pupil positions to place eyes of the face in a chosen
location of the image and sizing and cropping the
image.

5. A method according to any preceding claim in which
selecting a set of K keypoints of the face of the first
and second images comprises choosing a grid of
keypoints which substantially encompasses the face
of the image.

6. A method according to any preceding claim in which
determining an N-coefficient keypoint texture vector
at each keypoint comprises establishing an N-coef-
ficient scale invariant feature transform (SIFT) de-
scriptor at each keypoint.

7. A method according to claim 6 in which establishing
an N-coefficient SIFT descriptor at each keypoint
comprises:

(i) choosing a X pixel by X pixel region centred
around the keypoint,
(ii) for each pixel computing an intensity vector
of the pixel,
(iii) dividing the X pixel by X pixel region around
the keypoint into Z subregions,
(iv) for each subregion, creating an orientation
histogram having a bin for each of Y orientations
of intensity and populating the orientation histo-
gram using the intensity gradients of the pixels
of the subregion, and
(v) for all of the subregions, concatenating the
magnitudes of corresponding bins of the orien-
tation histograms to establish a SIFT descriptor
having N = Z times Y coefficients.

8. A method according to claim 6 or claim 7 in which

processing each N-coefficient keypoint texture vec-
tor to produce an M-coefficient keypoint texture vec-
tor comprises processing each N-coefficient SIFT
descriptor to produce an M-coefficient SIFT descrip-
tor by applying a principal component analysis (PCA)
method followed by a linear discriminant analysis
(LDA) method to determine the M coefficients of the
descriptor according to their ability to represent the
texture of the face around the keypoint.

9. A method according to claim 8 in which concatenat-
ing the M-coefficient keypoint texture vectors com-
prises concatenating the M-coefficient SIFT descrip-
tors to produce a face texture vector of the face of
the image.

10. A method according to any preceding claim in which
using the face texture vector of the face of the first
image and the face texture vector of the face of the
second image to calculate a match score comprises
using a distance metric to measure the distance be-
tween the face texture vectors and a score normal-
isation to constrain the score to be between 0 and 1.

11. A method according to any preceding claim which
comprises the steps of:

(i) receiving a first image containing a face and
a second image containing a face,
(ii) normalising the first and second images,
(iii) selecting a set of K keypoints of the face of
the first image,
(iv) determining a texture feature at each key-
point comprising an N-coefficient keypoint tex-
ture vector,
(v) processing each N-coefficient keypoint tex-
ture vector to produce an M-coefficient keypoint
texture vector, where M is less than N and the
M coefficients are determined according to their
ability to represent the texture of the face around
the keypoint,
(vi) concatenating the M-coefficient keypoint
texture vectors to produce a K by M-coefficient
face texture vector of the face of the first image,
(vii) selecting a plurality of landmarks of the face
of the first image,
(viii) using landmark locations to calculate a set
of R shape features of the face,
(ix) processing the set of R shape features to
produce a set of T shape features, where T is
less than R and the T shape features are deter-
mined according to their ability to represent the
shape of the face,
(x) normalising the K by M-coefficient face tex-
ture vector and the set of T shape features,
(xi) concatenating the K by M-coefficient face
texture vector and the set of T shape features
to produce a multi-coefficient texture/shape vec-
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tor of the face of the first image,
(xii) processing the multi-coefficient tex-
ture/shape vector to produce a reduced-coeffi-
cient texture/shape vector, for which coefficients
are determined according to their ability to rep-
resent the texture and shape of the face,
(xiii) repeating steps (iii) to (xii) for the face of
the second image,
(xiv) using the reduced-coefficient tex-
ture/shape vector of the face of the first image
and the reduced-coefficient texture/shape vec-
tor of the face of the second image to calculate
a match score and if the match score is greater
than a first, upper, threshold determining that
the face of the first image matches the face of
the second image and if the match score is less
than a second, lower, threshold determining that
the face of the first image does not match the
face of the second image.

12. A method according to claim 11 in which processing
the set of R shape features to produce a set of T
shape features comprises applying a PCA method
followed by a LDA method to determine the T shape
features according to their ability to represent the
shape of the face.

13. A method according to claim 11 or claim 12 in which
processing the multi-coefficient texture/shape vector
to produce a reduced-coefficient texture/shape vec-
tor comprises applying a PCA method followed by a
LDA method to determine coefficients according to
their ability to represent the texture and shape of the
face.

14. A facial recognition computer program, tangibly em-
bodied on a computer readable medium, the com-
puter program including instructions for causing a
computer to execute the method of facial recognition
according to the first aspect of the invention.

15. A facial recognition system (1) comprising:

(i) an image receiver (3) which receives a first
image containing a face and a second image
containing a face,
(ii) a processor (5) which for each of the first and
second images,

normalises the image,
selects a set of K keypoints of the face of the image,
determines a texture feature at each keypoint com-
prising an N-coefficient keypoint texture vector,
processes each N-coefficient keypoint texture vector
to produce an M-coefficient keypoint texture vector,
where M is less than N and the M coefficients are
determined according to their ability to represent the
texture of the face around the keypoint, concate-

nates the M-coefficient keypoint texture vectors to
produce a K by M-coefficient face texture vector of
the face of the image,
uses the face texture vector of the face of the first
image and the face texture vector of the face of the
second image to calculate a match score and if the
match score is greater than a first, upper, threshold
determines that the face of the first image matches
the face of the second image and if the match score
is less than a second, lower, threshold determines
that the face of the first image does not match the
face of the second image, and outputs the determi-
nation.
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