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Highlights

A new hybrid observer is proposed to estimate the position and speed of a non-salient
pole PMSG driven by a wind turbine.

The hybrid structure combines two observers and allow the sy ter to operate safely
over a wide speed range without losing control.

The proposed switching algorithm between the two o~ :rvers is based on the
weighting coefficients method, which is characteri'ed by simplicity and a low
computation time.

Speed control is based on fuzzy logic to provide rcustness and performance at low
speeds.

The proposed hybrid observer and ccntrol scheme are implemented in
Matlab/Simulink and several simulation -cenarios are presented to demonstrate the

performance of the wind power s\«<tem.
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New Hybrid Sensorless Speed of a Non-Salient Pole PMSG Coupled to Wind Turbine

Using a Modified Switching Algorithm

Abstract

The paper focuses on the design of position and speed observers for the . ~tor of a non-salient
pole permanent magnet synchronous generator (NSPPMSG) coup.>' to a wind turbine. With
the random nature of wind speed this observer is required t» provi le a position and speed
estimates over a wide speed range. The proposed hybric str .. re combines two observers
and a switching algorithm to select the appropriate obsei.~r pased on a modified weighting
coefficients method. The first observer is a highe: ~rde, Zading mode observer (HOSMO)
based on modified super twisting algorithm (STA, with correction term and operates in the
medium and nominal wind speed ranges. The se~rad observer is used in the low speed range
and is based on the rotor flux estimation and t1.» cuntrol by injecting a direct reference current
different to zero. The stability of each obse.ver has been successfully assessed using an
appropriate Lapunov function. Th - simul tion results obtained show the effectiveness and

performance of the proposed ob .erv.r ard control scheme.

Keywords:

Non-salient PMSG, st :ndr.one wind turbine, high-order sliding mode, super-twisting
algorithm, fuzzy logi. co itrol.

1. Introduction

Currently, wir< enc.,y IS among the fastest growing renewable energy sources worldwide
and wind pov.~r ir ustry has experienced a rapid development over the last decade. Wind
energy coni = sions systems (WECS) with various wind turbine configurations and generator
types have been extensively studied and the doubly-fed induction generator (DFIG) and

squirrel-cage induction generators (SCIG) have been the most commonly used generator



technologies. In recent years, variable-speed WECS based on permanent magnet synchronous
generators (PMSG) are becoming increasingly popular because of their advantages such as
self-excitation, higher efficiency and improved reliability [1].

The field-oriented control (FOC) concept is often used to produce a df :our led control of the
torque and flux in the machine. To ensure a good operation at variable .~eed, FOC requires
continuous and accurate information of the rotor position and .e:d. Therefore, either an
encoder placed on the machine shaft or a programmed obsel /er is | 2cessary to acquire this
information. In general, sensor-based encoders for positio': an”’ . eed have several drawbacks
including hardware complexity, cost, sensitivity to exte,~al ractors such as vibration and
temperature [2, 3]. Hence, extensive research ..”s 1czused on the design of software
observers. These observers can be broadly classii.~d into three categories according to the
operating regime of the machine. The observ.r< of the first family are operated only at
nominal and medium speed, they are based on *he .nachine standard model. The authors in [4]
used the electromotive forces (EMF) to esunnate the rotor position. In case of noise, an
extended Kalman filter (EKF) inter ‘enes [! |, which increases the calculation time. The model
reference adaptive system (M RAS) ic another popular observer based on the machine
parameters [6, 7]. Robust n,~tinear observers based on sliding-mode have been extensively
used in recent years [2,. 'his observer is simple and robust against perturbations and
parametric variations Hcwev.r, this observer requires a low-pass filter, which introduces a
delay and reducec the ~'.ase margin of the system. Moreover, it needs an additional
compensation of *he p-sition [9, 10]. The presence of chattering phenomenon can also
deteriorate 11e per ormance of the mechanical systems because of excessive energy
consumpti™ u.w. can lead to instability of the system [11]. To reduce the chattering
phenomenon, it is necessary to shift the problem of discontinuity due to the switching element
of the law in sliding regime on higher-order sliding variable derivatives. In [12] and [13], a

super-twisting sliding mode observer (STSMO) was introduced to reduce the chattering. In
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the presence of bounded perturbations, the super-twisting algorithm (STA) gives better results
and faster convergence [14, 15]. In [16], it was shown that the STA cannot handle linearly
growing perturbations and loses convergence. Hence, a modified STA is ro.~sed in [9, 17]
to compensate this disturbance type, however, the performance at low .pee | is not addressed
in the paper.

The second category are the low-speed observers and most ¢ .nese are based on the
anisotropic effects. These observers can be classified accordir g to th. type of injected signal:
(i) High-frequency rotating signal injection which can b cla .:9ed into a—f frame rotating
injection [18, 19, 20] or d—q frame rotating injection |22 2z|. It has been shown that the
current injection requires the current regulators ba. 4wl " to be greater than the injection
frequency and the voltage signal injection was *he most commonly used method. (ii)
Pulsating high-frequency signal injection whei . in the same way, the injected signal is a
voltage [23] or a current [24] except that it is cliy.ied with the d-axis or the estimated g-axis.
Recently, in [25] the authors propose a new ..igh-frequency (HF) pulsating signal injection
into the stationary reference frame - ). n [26], the injected current pulses generate a noise
which can reduce the accuracy of t'.e ectimation, the authors in [27] proposed using the two
previous types, however, 2 ¢ independent of the machine parameters but produces more
losses. In [28], it was showi that the precision of the position estimation is not satisfactory
enough when using tb : indirec: flux detection by On-line Reactance Measurement (INFORM)
method. A square ‘*ave i nal injection [29], and arbitrary injection [30] are other types of
injected carrier s\ nal. 'njection methods add a current to the machine and therefore cause
heating and \ ‘bratior s during high-speed phases [31].

The obse: 7err . the last category are designed for wide speed range operation: Two
approaches exist. The first consists of using two observers in a hybrid configuration with a
transition algorithm. A hybrid structure, consisting of a flux observer with a signal-injection

technique has been proposed in [20, 32]. However, at very low speed the dynamic
3



performance is not satisfactory and is not presented in sufficient details. In [21], the d—q
frame persistent HF rotating carrier injection algorithm and a sliding mode observer (SMO)
are combined by a weighting function, however, the direct torque contr .l 2TC) produces
high torque and flux ripples. In [31], the High frequency signal injectir n (F.FSI) technique is
associated with an adaptive SMO but this configuration requires a hana-2ss (BPF) and low-
pass filter (LPF). A combination of a HF injection technique and a ™ .del-based technique are
presented by [33] using a weighted average method. The au hors in [22] proposed a hybrid
position estimation combining the HFSI method with a “.fass’..! SMO, however, the major
drawback is the presence of LPF. In [3, 22, 23], a weighu..> coefficients switching method is
used. It is worth noting that all these observer types .>ave ..z.n proposed only for synchronous
machines with non-uniform air gap. The observer, >n the other hand, operates directly over a
wide speed range and does not need a transition . Ir orithm [34, 41].

In this paper, a new hybrid observer is propo.=a .or the estimation of the rotor position and
speed of a non-salient pole PMSG driven by a wind turbine and operating over a wide speed
range. The HOSM observer is bac *«d on ¢ modified super-twisting algorithm. The observer
gains are designed to compen-.ate (inearly growing perturbations. This proposed observer
structure is able to extract .~ mechanical effect (i.e. position and speed) at nominal and
medium wind speed. Ho' vev r, these observers are mainly dependent on the amplitude of the
EMF, which explains ¢he dey.adation of the estimation performance at low speeds. The best
known estimation ™ethu.' at low speed among the existing ones are only suitable for salient
pole machines. Fu- this eason, another type of observer is proposed in [34] and adapted with
the non-salie 't pole *MSG. The speed was determined from the quadrature flux and regulated
using a ¢ >ssi.a: Pl controller and a fuzzy logic controller by imposing a direct reference
current different from zero. The advantage of this observer structure is that it does not degrade
the performance of the generator at high speeds. The introduction of weighting factors is

necessary to select and combine these two observers in order to improve the signal of the
4



transition region according to the operating speed of the generator. The stability of each
observer is established by Lyapunov method with an appropriate Lyapunov function. The
performance of the proposed hybrid observer is evaluated via simulations wi.» PI and fuzzy
logic controllers at low speed and a comparison between the class'cal und the proposed
observers is presented to demonstrate the effectiveness of the hybrid su.~ture and switching
strategy. This paper is organized in six sections. Section 2 deschi.~< the models of the wind
turbine and PMSG. Section 3 presents the stator-side conti )l sche ne implemented in the
model. The detailed derivation of the hybrid observer anr sw’..ing algorithm are presented
in Section 4 and 5 respectively. Section 6 presents u.~> simulation results. Finally, the
conclusions on this paper are summarized in Sectior.”

2. Modeling of the Wind Power Generation Sysie™

The wind power system considered in this stc ¥, consists of a wind turbine, a PMSG, a
converter composed of a rectifier and an inv.orte, separated by a dc bus and a three phase
current filter connected to grid as depicted in r.gure 1. The wind turbine drives the PMSG at a
variable-speed through a gearbox [ 5]. The focus of this study is on the selected part (dotted-
line) of the Figure 1 which reprssen’s thr wind conversion system.

2.1. Turbine Model

The mechanical power ar pea 'ing at the rotor of the wind turbine driving a generator through a

gearbox can be writte’. as foncws:

1
Bn = Ecp(/l)pﬂr~“vw§ (1)
Where p is tte air Aensity (kg/m®), R is the blade radius (m), V, is the wind speed (m/s) and
C, is the power ._crficient. The value of C,, depends on the tip speed ratio (1), the pitch angle

(B) and the . ~sitive constants c; to cq [36].

—Cs

c
C,=c (/1—2— csf — c4) e i +cgd (2)
l



With

1 1 0.035

A, A+0088 B3+1 3)

And C, = 0.38,8 = 0,4,y = 6.1,¢; = 0.22,¢, = 116,¢c3 = 0.4,¢, = F,c. = 12.5,¢6 =0
The role of the gearbox coupling the wind turbine to the generato: ‘s tu ~dapt the turbine

speed w, with the generator speed wy. It is modeled as follows [47 |

1

(Ut = Ewg (4(1)
1

Ty =20 (4b)

Where T; is the turbine torque, 7y is the generator torqu.. and G is the gearing ratio.
2.2. The model of PMSG

The PMSG model in the stationary reference frc me («, ) attached to the stator, is written as:

: dig
Vg = —Rgig—Ls—+ e,
dt
oy (5)
. lp
Vg = —Rslﬁ - LSE'F ep
Where v,z are stator terminal vo'tage.. R, and L, denote the stator resistance and inductance
respectively, i,z represent the sta.. v ci .rents and e, g are the back EMFs which are given by:

(6)

€y = —WrPpm Sin O
{eﬁ = Wy Ppm COS O

Where w,, 6 and ,,, are the rotor speed, rotor position and magnetic flux linkage

respectively. The _iectrnmugnetic torque and the mechanical equation can be written as:

Tom =K (i, 2050 iy sin@) (7)
dw ) o fi T;
dtr=n:"(lnwsé?—tasm6 —var—j (8)

Where J is the inertia, f;, is the viscous friction and 7; is the mechanical torque.

K, = \E(ppm is the EMF constant and n,, is the pole pair number [37].



3. Stator-Side Converter Control

The basic structure of the control scheme is to decompose the stator current into two parts,
one component controls the flux and the other component controls the i 'e. The speed
regulation is used to control the torque at the same time to extract the nax mum power from
the turbine using a maximum power point tracking (MPPT) strateny. The speed reference
depends on the wind speed and the optimal tip speed ratio is given =V

Aopt X 4,
W = optR w 9)

Were A,,; is the optimal tip speed ratio and V,, is the wind speed m/s).

Figure 2 shows the various control blocks on the ge, ~rator ide [7]. The estimated speed is
regulated through the external loop while the inter~! == _controls the I, current component.
The I current component, on the other ha 1, . ~ontrolled at a reference current Ig..r
(Igref # 0 at low speed and Ig..r = 0 othew.~2). In contrast, the current I,,..r along the
quadrature axis g is extracted from the spec? regulator output, which is proportional to the
electromagnetic torque. The output., of cu rent regulators are combined with the decoupling
block to generate the reference Volta 4&s (Vgrer, Vgrer). The space vector modulation (SVM) is
applied to transform these re erences voltages into pulse width modulation (PWM) signals to
control the inverter swit".ae . The first observer (HOSM) estimates the rotor position and
velocity from voltages and c.rents measurements in a fixed reference frame (a, ), while the
second observer estima. < *.1e mechanical variables from voltages and currents in the rotating
frame (d, q). The “witch ng between the two observers is achieved by a transition bridge.

4. Design o the O )servers

4.1. Supe. -1 v ..2ing Sliding Mode Observer

This observer is based on the classical variable structure theory. The aim is to generate a
second order sliding regime on a correctly chosen surface to constrain the system trajectories

to be evaluated after a finite time on the set {S = S = 0}. It is characterized by the rotation of
7



the trajectories around the origin of the phase diagram [38, 39].

The standard model of STA can be represented by:

%, = — | %, |V 2sign(x,) + x, + 6, (xy, t) (10a)
Xy = —Hysign(iy) + 8,(xy, t) (10b)
Where x; are the state variables, x; are the errors between state v-riabiw.~ #; represent the
sliding coefficients, §; are perturbation terms and sign (+) is the siy.. -unction.

If the following conditions are satisfied, then STA-SMO convt rges in a finite time:

5bi# + 47

foy1 >2b, Ry > ki 11
17 e = 7)) (an
161] < b1/lx1l, 62 =10 (12)

Where b, is a positive constant [16, 41].

4.2. Higher-Order Sliding Mode Observer for P'ASG

This observer estimates the mechanical quanti‘es speed, position) from the EMFs estimation.
The only inputs data provided to this o.-erver are the stator currents and voltages
measurements. To apply the STSV algorivim to the PMSG, the model of the machine given

in (5) should be modified as fol! sws

di, —R,, 1 1
_dt = _L lg — Z’Ua + z’f/a,\;,, (1361)
di —R 1 4
B _ S A
E_ L lp —Zvﬁ + :’l/r;(t) (13b)

Where " denotes esti.~af.d v.lue, and L = Ly = L.

—Rg
L

Comparing with (5) an! (6), it can be noticed that

Rsiﬁ —%Uﬁ in the

a 1
ly =~ Vq and -

PMSG volta (e equc‘ions are considered as perturbation terms. ., z(t) are the robust terms

based on e o .>"ical STA [41] defined as :

() = =K, 1S, (0)[Esign(S.(t)) — K, [ sign(Sq(t))dt (14)

Similarly, u(t) can be obtained by replacing a with .



The sign function limit can slow down the trajectories of the system when they tend to move
away from the origin. Therefore, some linear terms are introduced to improve the
convergence rate and make the sliding surface insensitive to the increasin¢ pe. “'rbations. The

following new correction terms are proposed [17, 9]:

() = — Ky (S2(0)) — 7, f >(52(0))dt (15)

In the same way, 4 (t) is obtained by replacing a with £.

The sliding surfaces are chosen as:

Sa(t) =1 — g (16a)

Where i, and i are the estimated currents, i, ar™ ’; w. e actual currents.

To compensate for linearly increasing pe.‘ur a.uns, the nonlinear stabilizing terms

Y, (Saﬁ (t)), Y, (50,3 (t)) are introduced anu arc defined by:

lpl(fsa(t)) = Sa(t) + K3V |Sa(t)| tanh(é‘a(t)) (17(1)
P2(Sa (D) = Sa(t) + 5 K2 tanh( S () 2 25K, /[S, (O] tanh(S,(£)) (17b)

Similarly, the functions y, (fﬁ(t)) ard P, (SB (t)) can be obtained by replacing S, (t) with
Sg(t) in (17a, 17b) [17].

Where X;,%,,K5 anc K, = design positive constants. The gain J; can cause saturation
when it is high. K, anu % are chosen to improve the stability in finite time and to reject the
uncertainties effe °t. The gain K, should be adjusted achieve a balance between robustness
and chatterir 1, #yi '1(5a(t)) is utilized to improve convergence time when trajectories are
far from t1.> 0’ «yn1, and %zwz(sa(t)) will dominate the perturbation [9].

4.2.1  Sliding Mode Stability
To analyze the stability, the time derivatives of the sliding surface are determined from (5)

and (13) as follow [40]:



. —Rs . 1
Sq = TS a Zea + Zu(x(t) (18a)
. —R,. 1 1

Assumption 1: There exist two constants g, g such that the disturbances *..ms are bounded as

follows:
léal < 04 (19a)
|és| < 05 (19b)

Since w; ,J; , eqp and i, g are continuous on a comp.uc set, the condition (14) is not
restrictive.

Theorem 1: According to Assumption 1, the origin o. sve.em in (18a, 18b) is robust and
globally stable equilibrium point in a finite tin.- rurtner, the estimation of the unknown
input/perturbation e(S, t) is given by K, fot Y, (< (F) )dt after a finite-time.

Proposition 1: Consider the matrix A, :

1=K, +Ry) L
Ay = Z _%, 0] (20)

Where K; > 0 and X, > 0, sotrat -A, .- Hurwitz matrix.

From (17a, 17b) and (18a, 18} ), the ~V,tem can be represented as [9]:

. %, + R
$ =5, — ( L S) (S + %u[S:1Y2sign(sy)) (21a)
. x K7 x é
S, =28 += sin()) +3=2[8,12sign(s,) | + —=£ (21b)
L 2 2 L
With
(1
S = Sa,ﬁ 9, = L) [ea,ﬁ - xzf 1/’2(51(t))dt] (22)

From (13a) « 'd (21a):

Ky = H1 K3 /(K1 + Ry) (23)

10



Proof 1 [16]: based on (17b), if S, 5 = Sa,[; = 0, then |¢,(s)| = F2/2, and one gets:
[€(S, D) < [2(S)], 50 Ky = /204

and

Kz = 1/201,2(K1 + Rs) /K4 (24)

To prove the stability and the convergence in finite time, the folic *1i".,g Lyapunov function in
quadratic form is used [14]:
V(§) =¢"F¢ (25)

Where F is a constant, symmetric and positive definite sc'ition of V Such that F = FT =

2 _ .
r "‘245 125] ' > 0 and £ > 0 and with a new staw. ‘\vector:
—4LE
S1 + K, [8,]1Y%sign(s
{;:[1 Al C]S g <1>]=[§1] (26)
2 2

The derivative of the Lyapunov function is:

V(s) = §TFE +§TFE (27)
And the standard inequality for quc.ratic f yrms is given by:

Tnin{FHIEN? < §TFE < Tnaa L 7Y 117 (28)
From (26), the Euclidean nc n, ~f £ is:

6117 = 82 + 25,18, 1" + 18,1 + & (29)
From (28), note that * 1e i".equality :

I€]] < w (30)
T TaF)

Using (29), |, ¢]| can e written as:
€17 = %S, (31)

While %, > 0, then:

%,
—— > —|§,|71/2 32
I = 1 (32)

11



When expressed along the trajectories of the system, the derivative of the Lyapunov function

becomes:

. X

V= (1 = |51|—1/2) ET(ALF + FAG)E + 267F [2] (33)
Where F and # are related by the algebraic Lyapunov equation:

—H = AJF +FAy = — [%1 %2]

e W (34)

H =HT > 0 is arbitrary, symmetric and positive definite m. trix an ! represent the feedback

gain matrix. From proof 1, one can note that:

v < (145008702 (67 At + P + 267 [

<~ (1+ 5t I8 e (35)

From (28), it implies that:

. K.
V< = (14 S8 D GONE? (36)
With
K;+R vl
H, = 2( ! S)(F+482) - 4 ( —1)
_ K: Rs 5, , (37)
| Hz = 2£<L + I )+ 5 +1} (T'+ 4¢°)
t}[?, = 48
For H to be positive, X, «.” { K; should be such that:
K, =1L (r +4e% + =k RS)) (38)
1 - 3
¥, > —Rs + r 2&L1 — 2¢eL + 8Le>) (39)
Hence,
V<=V (8) — upV(s) (40)
H _ Fmin(}[)x_f — l—‘min(j'[)
With u, = T2 ) 2 and u, = )

12



Where T, and I,,,;, represents respectively the maximum and minimum singular values of
matrix F [14, 17, 42].
4.2.2 Convergence Time
The solution of the differential equation (40) is given by :
Hq , :
V2 (Sap(te)) =502 ifu =1, 1 =

V() = u
e H2t(V1/2 (Sa,ﬁ(to)) + &(1 — eTZt))2 if uy =0, ,» >0
1%

(41)

At time t = 0 the system trajectory (21a, 21b) starting at S,  't,) W' | converge to the origin
(Sa,p = 0) in afinite time.When u; = 1 all trajectories ¢ crge to the origin in finite time,
and when u, = 0 the convergence is exponential. From (4.) the convergence time can be
written as [14. 16] :

T

(2V1/2 (Sqp(t0))

if u =0
%) .
—ln(—Vl/2 Sap(te))+1 if i, >0
l,uz 0 ( a,ﬂ( 0)) ) f i

4.2.3 Speed and Rotor Position Es.'ma".ion
When STA-SMO reaches the e, " libr.um point, this means that S, 5 = S, 5 = 0 in finite

time, equation (18a, 18b) become.

t
0=-%, f V2(S.()dt - 2, (43a)
0

t
0= —%, f W, Sp()\ dt + & (43b)
0
Then, the est matea Yack-EMF can be obtained as follows:

é, =K, J L1b;(éa(t))dt (44a)
& = K, fo W, (Sp(0)) dt (44b)

13



Equation (6) shows that there is a relation between the EMF and the rotor position, so it is

expressed by:

. é
1 = —tan™! (—“) (45)
€p
The expression of the estimated speed is deduced from the EMFs as fu:'ows [°]:
~ 1 22 A2
W, = k_e éq +é; (46)

4.3. Design of the Second Observer

The HOSMO described in the previous section is sui ab’c fcr medium and high speed
sensorless operation, where the electromotive force (EMF) ccn be easily estimated. However,
at low speed, this EMF is very small which leads to . noor estimation performance and the
effects of inverter nonlinearity become severe [16, -11]. To alleviate this problem, another
approach is proposed.

The approach adopted in this observer i =~<en 9n the injection of a non-zero direct current.
The principle is to force this current ir the defective position, and this will force the position
of the rotor to the incorrectly estin.>ted position, and consequently the error between the
actual and the estimated positic wil! be reduced [34]. The velocity is obtained from the
imaginary part of the flux asn.g two control methods: a classical Pl controller and a fuzzy
logic controller as show': in -igure 3. The position is the integral of this velocity. The current

and voltage are expre sser with a complex space phasors as follow:

2
i = §(ia + ai, t+ a’i,. (47)

2
s =3 (vg + av, + a?v,) (48)

a and a? ar. “ne spatial operators, where a = e#2™/3, The flux equations are given by [43]:

¢s = vs — Ryl
¢s = Lis + ¢ (49)
Pr = (pmeﬁ

14



The voltage of the PMSG expressed in the coordinate related to the rotor is given by [34]:
v® = —Ri® — (S + jw,)Li® + jwen (50)
Where S is the time derivative operator. The voltage equation in the cooirdinaw. ~ystem e#9:
becomes:

v = =Rl = (5 + @) (LilP — ye?®-P2)) (51)
Where @, = S. Letd = 8, — 6, thus:

e/? = cos@ + jsinf (52)

Substituting (52) into (51) gives after simplifications:

1 ~
@m — Lis = ———(vs + Rsis + (wsinh + j(w <0 - 03))om) (53)
+ 70

The observer may take the following form:

. 1 .
@y — Lis = St70, (vs + Rsis + Q) (54)

By subtracting (53) from (54), the flux dynan..~ error is obtained as:

S(@r — om) = —4@2(@r — m) + 2 + (a sin + j(wcos b — @;)) o (55)
Where ¢, = @rq + 7 Prq

Stabilizing with @ = —C;( »,.. — @m) — C2P,4, equation (55) is decomposed into a real and
an imaginary part:

S(@ra — ¢m) = —C- Pr. — @) + B2Prq + wsinb oy (56)
SPrq = —CoPrq - 02(Drg — @) — (&, — w cos 0) gy, (57)
With @ = - ymsiud, and @4 = @y, cos B, (56, 57) become :

S@ra=0m) - <1(@ra — Pm) + D20rq — WPrq (58)
SPrq = —C2 g — 02(Pra — i) — (@2 — )P + W (Pra — Pn) (59)
Replacing @ = &, — w in (58, 59) gives:

S(Pra — Pm) = —C1(Prqa — Pm) + DPyq (60)

15



S(,qu = _cz(ﬁrq - a(ﬁrd - (pm) — OPm (61)
4.3.1. Stability Analysis

The stability is assessed using the following Lyapunov function:
1/ . N2 1
P= E(((prd - (pm)2 + ((prq) + sz) (62)

The time derivative of the Lyapunov function P is obtained wit', ar' ..2ement of equations

(60, 61) and (62) as:

O = —Ci@ra = 9~ Col0ra)’ + 3~ Omrg + ) (63)
dt o 't

If % = 0@mPrq , €quation (63) becomes:

O i ra— o)~ Ca(0r)’ (6
For ¢, > 0and C, > 0, then:

Pr = Pra + §Prqg = Pm (65)

Under this condition, ¢,, = —¢,, sin8. Whei2 8, is approximated with 6 (6, = 6), using
(63) to test the adaptation conditior..

dw .
E = 0PmPrq (66)

Finally, if w is supposed constant, cquation (66) becomes:

d, R
dt = 0PmPrq (67)

4.3.2. Design of _..e P1 . egulator
In practice if the cneer variation is slow compared to the adaptation time constant, which
depends on ¢ -, the 1 the speed » can be considered as constant. Thus the observer becomes

[34]:
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(Or = @5 — Lis
t

(;0\5 = f (US + Rsis - cl((ﬁrd - (pm) - fcngrq - f&)\Z(ﬁS)dt
0

t

1 ~ N A 68
Wy = 01Prq + 0-2.[ (prth (68)
0

0, = f taz dt

0
Where o; and g, are gains of the Pl regulator, C; and C, are posit’ ve ¢ ns.ants.
4.3.3. Design of the Fuzzy Controller
Classical PI controllers are very sensitive to internal p..umew:s variations and external
disturbances. Fuzzy logic controller (FLC), on the other hand, h-.ve attractive features such as
robustness and hence overcomes these problems.
The FLC includes four basic components: fuz= T cuuun, fuzzy rule base, fuzzy inference
engine and defuzzification [46].
For this system, the quadrature flux ¢,, ana > ~hunge d@,, are the inputs of this FLC. The
output represent the estimated speed, where = flux variation d@,., is defined by :
dPrqg = (Prq(t + 1) — §rq(©))/T (69)
Where T is the sampling period
Three membership function” with tnangular and trapezoidal symmetrical equidistant shaps
are defined for each inpi'. v riable with the universe of discourses [-2, 2] for ¢, and [-1.2,
1.2] for d@,4 respect’vel. 1.2 output has nine triangular membership functions defined in
the universe of diczsurse |20, 20]. The membership functions for the inputs and outputs are
shown in Figure 4. The ,uzzy subset of linguistic variables are labelled as Negative Big (NB),
Negative Sn.all (N¢), Negative (N), Negative Medium (NM), Zero (Z), Positive Medium
(PM), Pos.‘ivr (r), Positive Small (PS), Positive Big (PB). All the fuzzy inference rules are
summarized in Table 1, where the AND fuzzy operation intersection is applied between the

inputs. The max Mamdani method was used in the inference mechanism. The center of
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gravity was employed in the defuzzification, to transform the fuzzy set resulting from the

rules aggregation into a control quantity, which represents the estimated speed:

?:1 Ui ‘U[Ul]

%00 =50

(70)

Where u[U;], n and U; is the degree of membership value, the nur.~er o! the fuzzy rules
(equal to 9 in this case) and the center of gravity of the it" fuzz, se' re.sectively [44, 45].
ki, k, and k; are adaptation gains which determine tr: trarsient and steady-state
characteristics of the FLC controller [48].

The direct reference current at low speeds is changed a:.7 takes . non-zero value, which can
be determined from [34] as:

it =ide @/ wo (71)
Where ig is the maximum current and w, is ti.» 1w speed. These parameters i¢ and w, are
determined from [34].

5. Switching Algorithm

The transition between the observe’s is act ‘eved using two weighting coefficients a and n, as
shown in Figure 5. Where «a reores:znts the weighting of the speed obtained at low regime,
while n is the weighting o” the speed obtained from HOSMO. «a Fully prevails below a
threshold speed Q, =©°ra.'/s, however, n dominates above a threshold speed Q, =
25rad/s. The transit’on is activated for a speed Q; < w < Q, where a common information
are in this region.

It is important to ~ote tt.at the effectiveness of this method depends essentially on the choice
of the transi ‘on rec ion. This transition zone can be determined from the maximum speed
above wh, ~h v .« .ow speed observer performance deteriorates, and the minimum speed below
which the HOSMO performance deteriorates [21, 23]. The classical algorithm [3, 23] imposes
a single speed in each region. However, in case of divergence of one of the observer, the

system remains in a poor performance until the intervention of the second observer, then
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control is completely lost if no reference change is applied. The modified switching strategy
overcomes these drawbacks and improves the performance of the system. The modified

algorithm is illustrated in Figure 6.
6. Simulation Results

The simulation is performed in MATLAB/Simulink. To demons.-ate the effectiveness of the
proposed approach, the following wind profile is used:

Vi, =10+ 0.2sin0.1047¢t + 2sin 0.2665t + sin 1.29307 + 0 ? sin 3.664t (72)
The low wind speed operation starts from ¢ = 0 to 3.5s .ith « value of 0.1V, the transition
is applied during the acceleration. From t = 4 to 1C< thc ***.1d nominal speed takes the value
of 1, then decreases back to the first value betwee.” t = 11s and t = 15.5s. Finally, the wind
speed changes its value from 0.1 to 0.5V, for . e rest of the time. The perturbation changes
under different operation conditions and its v=n.ative is limited even if the perturbation is
unbounded or varies over time. A large disw."bance with low HOSMO coefficients can be
lead to instability of system, srall di:turbance with HOSMO coefficients can cause
chattering. For this reason, The ate .imit of the perturbation change is given by ¢, 3 = 4, and
the HOSMO coefficients 7.> chosen to achieve a compromise between the robustness,
convergence rate and t'«e .ize of control action. Based on the basis of the following

parameters :

e=1,0,,=4T=0.2. Where the HOSMO coefficients are calculated from (23), (24),
(38) and (39) .

K, = 0.5, K, -5, Kz =8and K, = 3.

(switching " equency is 15 kHz). The gains of the speed PI controller are set to: kp,, = 0.2

and ki, = 0.4. kp; = 4 Andki; = 570.For the observer at low speed: o, = 100 and
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o, =10, C; = 250 and C, = 5. Table 2 give the various parameters values of the machine
and turbine used in the simulation model.

The control associated with these observers guarantee a good transie’.c a. 1 steady-state
performance in the nominal, medium and low regime simultaneously 7. the transition region.
From the first comparison, the FLC demonstrated better performance than PI control as
shown in Figure 7 (right panel) and Figure 7 (left panel) respecu.~'y. Figure 7a shows that
the estimated generator speed follows reasonably well its referer ze with good response
characteristics and accuracy. There is no discontinuity be wer ., “~vo speed regions, and there
is almost no influence and no performance degradation v>ntirming the effectiveness of the
proposed observer structure and control scheme. N:~reo. 2., no chattering appeared at high
speeds. Figure 7b indicates two separate speed regius where the low speeds are reserved only
for the second observer and after 25 rad/s the +'C SMO is activated. It can also be observed
that the second observer during the high-specd 1egion is about zero. Figure 7d shows the
estimated rotor position, which can be cleariy seen to track exactly the measured position.
During this speed change, the elec. amech nical torque undergoes a sudden peak which then
quickly vanishes as shown in F.gur: 8f Note that these peaks are not expected to cause any
damage to the machine. Thr ~sults show that the FLC performance is superior to that of Pl
control and the peaks arr ev: n reduced. The current i, has the same form as the torque, and
the decoupling achie’ ed ‘was successfully by maintaining i; = 0. The current i; takes two
different values 0 - at hiy. speed and 54 at low speed as depicted in Figure 7e. The optimal
values of C,, and » ~hoyn in Figure 8g clearly illustrate the performance of the MPPT, where
Figure 7c shc vs the current components along a and S axes which have a sinusoidal shape.
The three-p. "7 se currents i, is shown in Figure 7h. Finally, it can be seen that the signal with

FLC improve the signal quality at transition region.
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Figure 8A shows that the HOSMO loses its control in its region but, with the proposed
algorithm, the observer at low speed continue to operate until HOSMO s activated again
(Figure 8A left side). However, with the classical algorithm, HOSMO is " ele.*d despite the
poor performance.

The transient speed response is better with the proposed new approach (“igure 8B, left side)
than the original approach (Figure 8B, right side). In the (Figure 2~ left side), the proposed
structure favors HOSMO even though it is not supposed o0 opeiite here. However, the
classical structure maintains the second observer despite the . >terioration of the response.
After the comparison it can be observed that the two algu. **hms perform the same operation,
but with the original algorithm, each observer is .~spu..z.ule to its region, this can cause
unacceptable excursions that can cause damage t.. machine. On the contrary, the proposed
algorithm is able to balance between the two ¢™szrvers and does not let the loss of control
affect the performance of the machine. Tho performance of the proposed algorithm is
acceptable in all phases.

Finally, Table 3 shows the compar 'on am« ng five methods.As a summary, the advantages of
the proposed method are the fo'iow.ng: 1) Guaranteed at wide speed range; 2) Only for Non
salient pol NSPPMSM; 3) _~nfirmed at wide speed range; 4) take into consideration the
losing control; and 5) the pos tion error in the transition zone is 0.06 (rad).

7. Conclusion

In this paper, a ne* hy.~i s observer is proposed to estimate the position and velocity of a
non-salient pole | 2rmar.ent magnet synchronous generator (NSPPMSG) coupled to a wind
turbine that « nerates over a wide speed range. The proposed hybrid observer consists of two
observers ~our icu in cascade using a modified weighting coefficients method. The low-speed
observer is specially adapted to this type of machine and is able to determine the mechanical
effect caused by the quadrature axis rotor flux. The second observer, high order sliding mode

observer operates at medium and nominal wind speed, which is designed based on a modified
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structure of the super twisting algorithm. The second observer gains are designed such us to
limit the impact of a linearly growing perturbation. The stability of each observer is
guaranteed by Lyapunov stability analysis. The simulations results at low  pec ! show that the
fuzzy logic based regulator gives better performance than the c.ass’:cal Pl regulator.
Moreover, another comparison confirms the effectiveness of the ~roposed switching
algorithm, and these results are satisfactory in the nominal, mea,o and low case scenarios
and are the same at the transition region, where its show ( 0 inflt 2nce under wind speed

variations.

\ 7 Dc i~ Filter )
PMSG  converter linki Inverter G
!

_______________________________

Fig.1.Configuration of a PMSG wind turbine

7z
4 R \
i T 7 & (— The first observer [ ?a[” :
+ - 1 - - 6; — ap :
() 1
: ‘ 7 éz —— ﬁdqref :
I —— 2 The second observe . |
|\ \—)4— lag /l

Fig.2.Block diagram of the hybrid sensorless speed control.
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Table 2 — A machine parameters.

Parameters Values Units
Stator Resistance Rs 0.57 [Q]
Stator Inductance L 0.004 [H]
Back EMF constant K,, 0.078 [Vs/rad]
viscous friction f, 0.004 [Nm - s/rad]
Rotor flux ¢,, 0.064 [wb]
Moment of Inertie J 0.002 [Kg.m™?]
Number of pole paires np 2

Table 3: Comparison between different approaches.

comparison
Performance criteria
Proposed approach [3] [20] [22] [23]
|
Guaranteed at wide robust at high robust . “ainst I ‘obust against robust against
speed range speed aramete arameter arameter
robustness P 9 P p . '. p . . p . .
vari~tion at high variation at high variation at high
Spe speed speed
. simple structure simple structure simple . ~icture complicated simple structure
simplicity
structure
|
limitations Only for Non salient For machine with ‘ r .~ Surface Only For interior For Surface
pol NSPPMSM Lg # Lq _l_”mnted PMSM PMSM Mounted PMSM
stabilit Confirmed at wide Not confirmed at Not confirmed Not confirmed Not confirmed at
¥ speed range low spe . ‘ low speed
. take into No take into No take into No take into No take into
Losing control . . . . . . . . .
consideration cor .. - consideration consideration consideration
Position error in the
. 0.06 0.12 0.08 0.07 0.1
transition zone (rad)
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